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EXECUTIVE SUMMARY

Electricity occupies a uniquely important role in the infrastructure of modern society. A com-
plete loss of power shuts down telephone switches, wireless cell towers, bank computers, E911
operator centers, police communication networks, hospital emergency rooms, air traffic control,
street lights, and the electrically actuated valves and pumps that move water, oil, and gas, along
with the dedicated, highly-specialized communications networks that control those physical net-
works.  Familiar and pedestrian though electric power may seem, it is the first domino of critical
infrastructure. 

The public electric grid, however, is inherently vulnerable.  Relatively small numbers of
huge power plants are linked to millions of locations by hundreds of thousands of miles of
exposed wires.  Nearly all the high-voltage lines run above ground and traverse open country,
and a handful of high-voltage lines serve entire metropolitan regions.  And serious problems tend
to propagate rapidly through the grid itself. 

Thus, while the public grid must cer-
tainly be hardened and protected, most
of the responsibility for guaranteeing
supplies of critical power at large num-
bers of discrete, private grids and critical
nodes ultimately falls on the private sec-
tor, and on the lower tiers of the public
sector —the counties, municipalities, and
towns.  

A New Profile for Grid-
Outage Risks

Many essential services and busi-
nesses have critical power needs that
have not been properly addressed, often
because they have never been systemati-
cally assessed.  And even enterprises that
have prepared properly for yesterday’s
power-interruption risk profiles may well
be unprepared for today’s.  The risk-of-
failure profiles of the past reflect the rel-
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atively benign threats of routine equipment failures,
lightning strikes on power lines, and such small-scale
hazards as squirrels chewing through insulators or
cars colliding with utility poles.  The possibility of
deliberate attack on the grid, however, changes the
risk profile fundamentally—that possibility sharply
raises the risk of outages that last a long time and
that extend over wide areas.  

Even before 9/11, it had become clear that the
digital economy requires a level of power reliability
that the grid alone simply cannot deliver.  Utilities
have traditionally defined an “outage” as an interrup-
tion of 5 minutes or more.  Digital hardware, by con-
trast, cannot tolerate power interruptions that last
more than milliseconds.  The challenge and the
opportunity now is to deploy critical-power hardware
that supplies exceptionally clean and reliable power
to the critical nodes of the digital economy, and that
guarantees operational continuity for the duration of
the extended grid outages that deliberate assaults on
the infrastructure might cause.

Backup generators, uninterruptible power sup-
plies (UPS), and stand-by batteries are already wide-
ly deployed.  About 80 GW of off-grid backup gener-
ating capacity already exist – an installed base equal
to about 10 percent of the grid’s capacity.  Roughly 3
to 5 percent of the public grid’s capacity is currently
complemented and conditioned by UPS’s – about 25
gigawatts (GW) of large UPS capacity in businesses
and government buildings, and another 10 to 15 GW
of capacity in smaller desktop-sized units located in
both businesses and residences.  And end users have,
as well, installed over 30 million large stand-by bat-
teries.

Until recently, the deployment of much of this
hardware has been directed at power quality—
smoothing out spikes and dips that last for only frac-
tions of a second—or short-duration issues of power
reliability—dealing with grid outages lasting from

minutes up to an hour or so.  In the new geopolitical
environment, however, planners must address the
possibility of more frequent grid outages that last for
many hours, days, or even longer.  Assuring continu-
ity during extended outages requires a different
approach, and a different level of investment in local
power infrastructure.

Tiers of Power

Much of the critical-infrastructure literature
refers to the grid as a single structure, and thus
implicitly treats it as “critical” from end to end.  But
the first essential step in restoring power after a
major outage is to isolate faults and carve up the grid
into much smaller, autonomous islands.  From the
perspective of the most critical loads, the restoration
of power begins at the bottom, with on-site power
instantly cutting in to maintain the functionality of
the command and control systems that are essential
in coordinating the step-by-step restoration of the
larger whole.   

The hardening of the grid does certainly begin at
the top tier, in the generation and transmission facili-
ties.  Much of modern grid’s resilience is attributable
to the simple fact that “interties” knit local or region-
al grids into a highly interconnected whole, so that
any individual end user may receive power from
many widely dispersed power plants.  (This architec-
ture also increases everyone's vulnerability to far
away problems.)

Very large end users rely on similar “intertie”
strategies — one-tier lower down in the grid — to
help secure their specific critical-power needs.
Substations, deeper in the network and closer to criti-
cal loads, can also serve as sites for deployment of
distributed generating equipment.  With the addition
of its own generating capacity, the substation is “sub”
no longer – it becomes a full-fledged “mini-station.”

Report Authors

Mark P. Mills
Partner, Digital Power Group
Partner, Digital Power Capital

Peter Huber
Partner, Digital Power Group
Partner, Digital Power Capital
Senior Fellow, Manhattan Institute for Policy Research

Research Associates

Mary Catherine Martin
Heidi Beauregard

Sponsors & Supporters
Sponsorship of this White Paper was provided by EYP Mission Critical Facilities (Chair,
Technical Advisory Committee), Cummins Power Generation, Danaher Power Solutions,
EnerSys Reserve Power, Powerware, and Schneider Electric Square D.

We would also like to thank, for their ongoing assistance and support in our pursuit of this and
related subjects, both Gilder Publishing and Forbes Publishing who (sequentially) published our
investment newsletter, The Digital Power Report.

Disclaimer
This document was prepared by the Digital Power Group. The sponsors
make no warranty or representation whatsoever with regard to the accura-
cy or use of any information contained herein. Opinions and recommenda-
tions contained in this document may or may not reflect those of the indi-
viduals and companies that provided support or advice.

EXECUTIVE SUMMARY

Digital Power Group
www.digitalpowergroup.com

1615 M Street NW, Suite 400
Washington, DC 20036

mmills@digitalpowergroup.com
phuber@digitalpowergroup.com



Opportunities for deploying new generation at this
level of the grid — either permanently or when
emergencies arise — are expanding, although still
greatly under deployed.  Utility-scale mobile “gener-
ators on wheels” — either diesels or turbines – offer
an important additional option.  Some substations
already play host to small parking lots worth of trac-
tor-trailers, each carrying 1 to 5 MW of generators.
In the longer term, other sources of substation-level
generation and storage may include fuel cells, and
massive arrays of advanced batteries.

For the most critical loads, however, none of
these options is an adequate substitute for on-site
backup power.   On-site power begins with on-site
supplies of stored electrical, mechanical, or chemical
energy – typically mediated and controlled by the
high-power electronics and controls of a UPS.
Rechargeable batteries remain the overwhelmingly
dominant second-source of power.  But batteries
store far less energy per unit of volume or weight
than do liquid hydrocarbon fuels.  

Thus, to cover the threat of longer grid outages,
the backup system of choice is the stand-by diesel
generator.  Sized from 10s to 1000s of kilowatts,
diesel gensets can provide days (or more) of backup
run time – the limits are determined only by how
much fuel is stored on-site, and whether supplies can
be replenished.  Diesel generators are strongly
favored over other options because they strike the

most attractive balance between cost, size, safety,
emissions, and overall reliability.  And the far-flung,
highly distributed infrastructure of fuel oil storage
tanks is effectively invulnerable to the kinds of cata-
strophic failures that could incapacitate power lines
or gas pipelines across an entire region.

To complement the hardware, monitoring and
maintenance play a key role in maintaining power
reliability, from the gigawatt-scale tiers at the top of
the grid, down to the UPS and individual loads at the
bottom.  Real-time control plays an essential role in
the stabilization of still-functioning resources, and
the rapid restoration of power to critical loads after a
major failure in any part of the grid.  At the grid
level, supervisory control and data acquisition sys-
tems (SCADA) are used by utilities and transmission
authorities to monitor and manage distribution.  At
the user level, all the power hardware likewise
depends increasingly on embedded sensors and soft-
ware to monitor and coordinate – a non-trivial chal-
lenge as problems happen at the speed of electricity.  

Reliability-centered maintenance – familiar in the
aviation industry but still a relatively new concept for
power –  is becoming more important with the rising
complexity of systems.  Some of the most useful crit-
ical-power investments thus center on routine
upgrades that replace older equipment with state-of-
the-art hardware, which has built-in digital intelli-
gence and monitoring capabilities.  Changes as seem-
ingly simple as speeding up the performance and
automating of circuit breakers can greatly lower the
likelihood of serious continuity interruptions precipi-
tated by the power-protection hardware itself.  And
sensor- and software-driven predictive failure analy-
sis is now emerging, and will certainly become an
essential component of next-generation reliability-
centered maintenance.

Resilient Design

One of the most important – and least appreciat-
ed — challenges in the critical-power arena is to
determine just how robust and resilient supplies of
power actually are.  It is easy to declare a power net-
work “reliable,” but difficult to ascertain the actual
availability metrics.  The aviation and nuclear indus-
tries have spent many decades developing systematic,
quantitative tools for analyzing the overall resilience
of alternative architectures, and continuously improv-
ing the best ones.  
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But the tools of probabilistic risk analysis–essen-
tial for any rigorous assessment of reliability and
availability — are still widely underused in critical-
power planning.  Employed systematically, they
require power engineers, statisticians, and auditors to
physically inspect premises, analyze multiple failure
scenarios, draw on hardware failure-rate databases,
and incorporate both human factors and external haz-
ards.  Proper critical design takes into account the
key (though frequently overlooked) distinction
between power reliability, and the actual availability
of the system thus powered.  The analytical tools and
the technologies required to engineer remarkably
resilient, cost-effective power networks are now
available.  The challenge is to promote their intelli-
gent use when and where they are needed.  

Private Investment And The Public
Interest 

Significant niches of the private sector were
making substantial investments in backup power long
before 9/11, because electricity is essential for oper-
ating most everything else in the digital age, and
because the grid cannot provide power that is suffi-
ciently reliable for many very important operations.
Backing up a building’s power supplies can be far
more expensive than screening its entrances, but
improving power improves the bottom line, by keep-
ing computers lit and the assembly lines running.
Likewise, in the public sector: Secure power means
better service.  

Though undertaken for private or local purposes,
such investments directly increase the reliability and
resilience of the public grid as a whole.  In the event
of a major assault, the process of restoring power to
all will be speeded up and facilitated by the fact that
some of the largest and most critical loads will be
able to take care of themselves for hours, days, or
even weeks.

Even more important, the process of restoring
power system-wide has to begin with secure supplies
of power at the critical nodes.  Coordinating the
response to a major power outage requires function-
ing telephone switches, E911 centers, and police
communications, and the grid itself can’t be re-lit
unless its supervisory control networks remain fully
powered.  The most essential step in restoring power
is not to lose it – or at worst, to restore it almost
immediately – at key nodes and subsidiary grids

from which the step-by-step restoration of the larger
whole can proceed.

Finally, in times of crisis, private generators can
not only reduce demand for grid power, they can —
with suitable engineering of the public-private inter-
faces — feed power back into limited parts of the
public grid.  Options for re-energizing the grid from
the bottom-up are increasing as the high-power
switches and control systems improve.  

In sum, the most effective way for government to
secure the nation’s critical power infrastructure is to
encourage private sector investment in critical power
facilities – not just by the relatively small numbers of
quasi-public utilities and large federal agencies, but
by private entities and state and local government
agencies.  Dispersed planning and investment is the
key to building a highly resilient infrastructure of
power.

Accordingly, as discussed in more detail at the
end of this report, we identify eight major areas for
coordinated action by policy makers, industry associ-
ations, and end users in the public and private sec-
tors.

1.   Assess Vulnerabilities
Policy makers should be leading and coordinat-

ing the efforts of user groups, critical power
providers, and utilities to conduct systematic assess-
ments of critical-power vulnerabilities, for specific
industries, utility grids, and configurations of backup
systems.

2.   Establish Critical-Power Standards for
Facilities Used to Support Key Government
Functions

Federal and local organizations should work
with the private sector to establish guidelines, proce-
dures, and (in some cases) mandatory requirements
for power continuity at private facilities critical to
government functions.

3.   Share Safety- and Performance-Related
Information, Best Practices, and Standards 

Utilities, private suppliers, and operators of
backup power systems should develop procedures for
the systematic sharing of safety- and performance-
related information, best practices, and standards.
Policy makers should take steps to facilitate and
accelerate such initiatives.

August 20034
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4.   Interconnect Public and Private
Supervisory Control and Data Acquisition
Networks

The supervisory control and data acquisition net-
works operated by utilities and the operators of
backup power systems should be engineered for the
secure exchange of information, in order to facilitate
coordinated operation of public and private genera-
tors and grids.  Policy makers should take steps to
facilitate and accelerate that development.

5.   Secure Automated Control Systems
The necessary integration of supervisory control

and data acquisition networks operated by utilities
and the owners of backup power systems requires
high assurance of cyber-security of the networks in
both tiers. Policy makers should take steps to
advance and coordinate the development of comple-
mentary security protocols in the public and private
tiers of the electric grid.

6.   Share Assets 
Policy makers and the private sector should take

steps to promote sharing of “critical spares” for on-
site generation and power-conditioning equipment,
and to advance and coordinate the establishment of
distributed reserves and priority distribution systems
for the fuel required to operate backup generators.

7.   Enhance Interfaces Between On-Site
Generating Capacity and The Public Grid 

Improved technical and economic integration of
on-site generating capacity and the public grid can
backup critical loads, lower costs, and improve the
overall resilience of the grid as a whole, and should
therefore rank as a top priority for policy makers
and the private sector.

8.   Remove Obstacles
Private investment in critical-power facilities

creates public benefits, and policy makers should
explore alternative means to remove obstacles that
impede private investment in these facilities.
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INTRODUCTION

Plans for the long-term protection and hardening
of U.S. infrastructures are now underway, under the
auspices of the Department of Homeland Security
(DHS).  Two of the leading public/private partner-
ships developing standards and plans for action
include The Infrastructure Security Partnership
(TISP) and the Partnership for Critical Infrastructure
Security (PCIS).  Through these and a web of other
similar initiatives, a vigorous and broad effort is
under way to identify, coordinate, and direct the rein-
forcement, protection, and security of key infrastruc-
ture components in both the public and the private
sectors.  Electric power is one of the six network-
centered sectors that have been identified as key,
along with information and communications, banking
and finance, oil and gas, rail and air transport, and
water.  Four critical service sectors have also been
identified: Government, law enforcement, emergency
services, and health services.

All of these critical sectors are interdependent in
varying degrees.  But electricity occupies a uniquely
important role.  The loss of power shuts down tele-
phone switches, wireless cell towers, bank comput-
ers, E911 operator centers, police communication
networks, hospital emergency rooms, air traffic con-
trol, street lights, and the electrically actuated valves
and pumps that move water, oil, and gas, along with
the dedicated, highly-specialized communications
networks that control those physical networks.

The loss of power also takes out virtually all of
the new systems and technologies being deployed for
24/7 security in both private and public facilities, not
just communications and computing but everything
from iris scanning to baggage x-raying, from security
cameras (visual and infrared) to perimeter intrusion
systems, from air quality monitors to air-scrubbers.

More broadly, the loss of power shuts down any
factory, plant, office, or building that depends on
computers, communications systems, pumps, motors,
cooling systems, or any other electrically operated
system.  As the President of PCIS recently testified in
Congress:

(T)he line between physical and cyber assets
is becoming even more blurred by the wide-
spread use of digital control systems – elec-
tronically controlled devices that report on
kilowatt hours transmitted, gallons per hour
of oil and water, cubic feet of natural gas,

traffic on “smart roadways,” and can actual-
ly control physical assets like flood gates;
oil, gas, and water valves and flow con-
trollers; ATM machines; and the list keeps
growing.1

The infrastructure of “critical power” is thus
highly distributed.  It is also multi-tiered – there are
many different levels of “criticality” to address.
Power is critical wherever it fuels a critical node,
however large or small.  Some nodes are as large as a
military base, a bank, or a chip fab; some are as
small as a single cell tower, a valve in a pipeline, or a
crucial switch on the grid.  At some critical nodes,
the power only needs to be secure enough to permit
an orderly shut down; others have to be robust
enough to run autonomously for hours, days, weeks,
or even longer.  And the number of critical nodes
continues to increase rapidly, as the entire nation
grows increasingly electrical, increasingly digital,
and increasingly automated.

The hardening of our electric power infrastruc-
ture thus requires actions that extend much deeper
and more ubiquitously than is commonly recognized.
The handful of gigawatt-scale power plants, along
with the public grid, certainly must be protected.  But
there are hundreds of thousands of smaller nodes and
private grids – ranging from tens of kilowatts to tens
of megawatts in size – that must be protected.
Reliability levels must be structured, tiered, and nest-
ed.  However much is done to strengthen it, the
three-million-mile grid will inevitably remain the
least reliable (though also the most affordable)
source of power, just as it is today; far higher levels
of electrical hardening will be required in much
smaller islands of reliability – in the nodes that pro-
vide communications, computing, key security and
health services, and so forth.  So, while the public
grid itself must be hardened and protected, it is nei-
ther feasible nor economical to sufficiently harden
the entire grid as much as it is possible and necessary
to harden much larger numbers of discrete, private
grids and nodes. 

Securing the infrastructure of critical power will
require, in other words, an approach similar to the
one taken in addressing the Y2K bug in computer
software and firmware several years ago.  No top-
down solution was possible; the points of vulnerabili-
ty had to be identified, and the fixes implemented on
a distributed, granular basis, with the private sector
ultimately taking most of the initiative.  The need to
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adopt that same approach for securing data and tele-
com facilities was reaffirmed in an Executive Order
issued barely a month after the 9/11 attacks.

The information technology revolution has
changed the way business is transacted, gov-
ernment operates, and national defense is
conducted.  Those three functions now
depend on an interdependent network of crit-
ical information infrastructures.  The protec-
tion program authorized by this order shall
consist of continuous efforts to secure infor-
mation systems for critical infrastructure,
including emergency preparedness communi-
cations, and the physical assets that support
such systems.  Protection of these systems is
essential to the telecommunications, energy,
financial services, manufacturing, water,
transportation, health care, and emergency
services sectors.2 [emphasis added]
Electric power is certainly the most important of

the “physical assets that support such systems.”  And
most of the responsibility for securing the key nodes
of the power infrastructure and guaranteeing supplies
of critical power will ultimately fall not on utilities or
the federal government, but on the private sector, and
on the lower tiers – the counties, municipalities, and
towns – of the public sector.  Most of the critical

nodes are owned and operated in these lower levels.
Securing critical power must inevitably focus on
numerous, smaller nodes and islands of power vul-
nerability.

The grid has always been vulnerable, and major
segments of both the public and private sectors have
long recognized the need for taking a distributed
approach to securing their own particularized critical
power requirements.  The military certainly grasps
the critical importance of power in all its systems,
and deploys backup power in depth.  So do federal,
state, and local government agencies, hospitals,
phone companies, wireless carriers, broadcasters,
banks, insurance, financial trading companies, major
providers of online and Web-hosting services, pack-
age distribution companies like UPS and Federal
Express, major manufacturers, and pharmaceutical
and biotech companies.  Utilities themselves widely
deploy backup-power systems to keep control cen-
ters, valves, switches, and other essential hardware
running in power plants, when the power plant itself
is unable to supply the grid that powers the plant’s
own, internal infrastructure.

But with that said, much of yesterday’s planning
for emergencies must now be reevaluated.  In the
past, many enterprises simply did not need to deploy
backup power at all, because the risk-cost profile of

Society-Wide Impacts From Major Disasters 
Businesses, emergency planners, insurance companies, and government
now face the challenge of a new ‘zone’ of risk and consequence.

Figure 1.
Wide-Impact Disasters
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Derived from: Amin, Massoud, “Financial Impact of World Trade Center Attack,” EPRI,
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Customer Power Outages: Frequency & Duration 
The potential for sabotage creates an entirely new regime for customer out-
ages, adding yet another dimension to protecting critical operations from the
inherently unreliable grid.

Figure 2. 
Electric Grid Failures: Customer Perspective
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expected power failures made it economically ration-
al to simply do nothing, and simply shoulder the
costs of the infrequent, and typically short, outages
when they occurred.  Natural disasters – mainly
weather related – presented the most significant
threat of longer outages, and these risks too were rea-
sonably well understood and bounded.  (Figure 1)

Much of the rest of the power-related analytic
and engineering effort has been directed at power
quality – smoothing out spikes and dips that last for
only fractions of a second – or short-duration issues
of power reliability – dealing with outages of min-
utes to an hour or so.  (Figures 2 and 3) Today’s
planning, by contrast, must address the threat of grid
outages measured in many hours or days.  This
requires a different level of hardening of local power
infrastructure, to assure continuity of operations.
Heretofore, that challenge has been undertaken only
by the likes of military bases and Federal Reserve
banks. 

The failure profiles of the past reflected the rela-
tively benign and familiar threats of the past.
Investments in power assurance were planned
accordingly.  The new environment requires a funda-
mental reassessment of where power requirements
are critical, and how supplies of critical power can be
assured.

DEMAND

Congress has broadly defined the starting point
to assess the scope and character of demand for criti-
cal power.  The USA Patriot Act defines critical
infrastructures as: 

[S]ystems and assets, whether physical or
virtual, so vital to the United States that the
incapacity or destruction of such systems and
assets would have a debilitating impact on
security, national economic security, national
public health or safety, or any combination
of those matters.
From this high-level starting point, most discus-

sions of critical infrastructure jump quickly to lists of
networked facilities and services, with electric power
ranked somewhere down the list.  If any attempt is
made to rank levels of criticality, information and

communications often come first, alongside govern-
ment, law enforcement, emergency services, and
health services.  Banking and finance, electricity, oil,
gas, water, and transportation are typically viewed as
defining the second tier.

This gets things backward.  However familiar
and pedestrian electric power may seem, it is the first
domino of critical infrastructure. 

Powering Public Networks

It does not require a great deal of fine analysis to
rank as “critical infrastructure” the principal informa-
tion and material-moving networks of the modern
economy – the telecom and financial networks that
move bits, and the electricity, oil, gas, and water net-
works that move material and energy.  Defining
something as critical is, ultimately, a statement that
many people depend in important ways on a system
or service, the failure of which will set off a cascade
of harmful consequences.  Large networks are critical
simply because so many people depend on them so
much.  

The security of all of these networks is the sub-
ject of urgent, on-going assessment.  Much of the
analysis has been focused on physical and cyber
security – protecting the physical structures them-
selves, or the computers that are used to control
them.  But their greatest vulnerability is the power on
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Figure 3.
Digital Demands and Grid Power
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which every aspect of their control and operation
ultimately depends.  While the multiple layers of the
nation’s critical infrastructure are highly interdepend-
ent, electric power is, far more often than not, the
prime mover – the key enabler of all the others.

The information and communications sectors are
certainly all-electric – bits are electrons, tiny pack-
ages of energy moving through long wires, or oscil-
lating in antennas to project radio waves, or exciting
lasers to project information through fiber-optic
glass.  Much of the movement of water, gas, and oil
depends on electric pumps and electrically controlled
valves.  Rail and air transportation are completely
dependent on electronic communication and traffic
controls; much of short-haul rail is also electrically
powered.  The agencies and enterprises that provide
government, law enforcement, emergency services,
and financial services are equally dependent on their
communications and computers.  And modern hospi-
tals depend completely on all-electric technology.

Simulations of terrorist attacks on the public grid
have thus demonstrated a process in which a very
small number of well directed attacks precipitate
multi-state power outages, which in turn disrupt
telecommunications and natural gas distribution sys-

tems, and – soon thereafter – transportation, emer-
gency services, and law enforcement.  This was in
fact how the disaster played out in the New York
City area on 9/11.  The collapse of the Twin Towers
destroyed two Consolidated Edison substations that
relayed electricity to a large area of Lower
Manhattan.  Successive layers of critical infrastruc-
ture then collapsed as a result.  Power outages
degraded landline telephone service and subway
service.  Communications failures then undermined
or paralyzed evacuation and emergency response
services.  The Department of Homeland Security’s
Critical Infrastructure Assurance Office (CIAO – for-
merly in the Commerce Department) has analyzed
“[t]he cascading fallout” from the 9/11 attack, much
of it traceable directly to the loss of electricity for
telecommunications.  That same dynamic is analyzed
in Critical Infrastructure Interdependencies, a study
published by the U.S. Department of Energy (DOE)
soon after the attack.3

Analyses of the vulnerabilities of other critical-
infrastructure sectors have reached similar conclu-
sions: The loss of electric power quickly brings down
communications and financial networks, cripples the
movement of oil, gas, water, and traffic, and it para-
lyzes emergency response services.

Telecommunications Networks (Table 1)
Broadcast, telephone, cable, data, and networks,

other business networks are now completely depend-
ent on electric power.  A May 2002 report, prepared
by major wireless and wireline telecom trade associa-
tions, of course emphasized the importance of com-
munications as a critical infrastructure service in its
own right, but also stressed that sector’s dependence
on electricity.4 After the 9/11 attack, the report notes,
“many customers in New York found that their com-
munications problems stemmed not from destroyed
telecommunications hardware but from power fail-
ures and stalled diesel generators.”  To address the
problem, however, the report mainly urged utilities to
modify their “electric service priority systems” by
“adding a limited number of specific telecommunica-
tions critical facilities that service National Security
and Emergency Preparedness requirements.”  Little
emphasis was placed on the industry’s own ability
and responsibility to plan for more prolonged grid
outages, and take steps to secure its own power sup-
plies.

Table 1. Telecommunications Networks
Category Number  

Broadcast TV 5 1,500

Critical financial networks (e.g., major banks)19 19,000

Commercial buildings with significant data
centers and/or info networks 18 >9,000

Internet points of presence 17 16,000

ISP backbone connections16 12,000

ISPs 15 7,000 (e)

Internet Network Access Points (NAPs) 14 11

Major internet data centers 13 400 

Private satellite links12 700 (e)

Wireless Infrastructure 
Mobile Telephone Switching Offices 9 2,800

Base stations10 140,000

Base station controllers11 1,900

Cable (headends, etc.)8 10,000

Telephone (central offices)7 25,000 

Broadcast radio 6 10,000 



Financial Services Networks (Table 2)
Government agencies and trade associations that

regulate and represent this sector have devoted con-
siderable effort to assuring “continuity” of operations
in the event of another major attack.  A January 2003
report by the General Accounting Office (GAO) on
this sector’s vulnerabilities notes that financial serv-
ices are “highly dependent on other critical infra-
structures,” particularly the “telecommunications and
power sectors.”20 This then leads to a discussion of
the widespread power disruptions that could result
from cyber attacks on the “supervisory control and
data acquisition” (SCADA) systems used to control
power and other energy distribution networks.  A sec-
ond GAO report issued in February 2003 concluded
that while progress had been made, financial organi-
zations remained directly or indirectly vulnerable to
disruptions of their underlying supplies of power.21

This GAO report recounts how a provider of telecom
services to Wall Street had to shut down a key tele-
com switch in the late evening of September 11,
2001, because “commercial power to that switch was
lost, and backup power supplies (generator, then bat-
teries) were eventually exhausted before… techni-
cians could gain access to their facilities in order to
restore power.”  The resumption of financial market
services had to await the resumption of telecom serv-
ices, which had to await the arrival of backup genera-
tors and the fuel to run them.  

An April 2003 paper, by the Federal Reserve,
likewise emphasized the financial sector’s vulnerabil-
ity to wide-scale disruptions of “transportation,
telecommunications, power, and other critical infra-
structure components across a metropolitan or other
geographic area.”  The report also emphasized that
backup sites “should not rely on the same infrastruc-

ture components” as those used by the primary site.23

Networks of Law Enforcement, Public Safety, and
Emergency Services (Table 3)

A report by the U.S. Fire Administration (USFA)
– part of the Federal Emergency Management
Administration (FEMA), which is now part of DHS –
lists as critical nodes E911 and other public safety
communications centers and dispatch networks, fire,
rescue and emergency medical service stations,
pumping stations and water reservoirs for major
urban areas, along with bridges, tunnels, and major
roadways serving large population centers.  Electric
power is critical at all of these nodes.  Government,
police, and other emergency services all depend
heavily on communications; hospitals and critical
care facilities are also completely dependent on elec-
tricity to power the sensors, imaging systems, pumps,
and other equipment used to form images and move
materials through the modern hospital and its
patients.  

After ice storms crippled much of the Northeast
coast in 1998, FEMA issued a number of power-
related findings and recommendations.30 Numerous
government agencies involved in disaster response
had lost their communications capabilities, the

agency reported, because of a loss of
electric power.  Many broadcast stations
likewise stopped transmitting news
updates and emergency messages
because of insufficient backup generator
capacity.  Power interruptions had
caused the loss of food supplies at 75
percent of Disaster Recovery Centers.
FEMA specifically recommended the
deployment of on-site auxiliary power
capacity sufficient to keep key equip-
ment operational “for the duration of a
utility outage” at critical-care facilities
in hospitals, nursing homes, broadcast
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Table 3.  Law Enforcement, Public Safety, and
Emergency Services Networks
Category Number  
Hospitals 24 5,800

Local health clinics 25 23,000

Nursing homes 26 17,000   

E911 call centers 27 6,000

Fire & rescue services 28 45,000  

Critical municipal buildings (incl. police)29 14,000    

Federal Reserve 970 25 1,400 950 300

State banks 5,000 10 300 5,000 940

National banks 2,000 40 3,000 2,100 700

Federal and state thrifts 900 20 600 870 400

Federal credit unions 10,000 1 15 10,000 500

Total* 19,000 100 5,200 19,000 2,800

Institution
Type Total

Large Small & Medium

Number Assets
($billions) Number

Assets
($billions)

Table 2.  Financial Services Networks 22

* Totals don’t match due to rounding



stations, and at all National Weather Service (NWS)
radio transmitters.  Nevertheless, a comprehensive
survey by the USFA in 2002 found that 57 percent of
firehouses still had no backup power systems.31

Physical Networks:  Electricity, Oil, Gas, Water, and
Transportation (Table 4)

The largest and most important physical net-
works – the electric grid itself, water, oil, and gas
pipelines, and transportation networks – are all high-
ly dependent on electric power to drive pumps and
activate valves and switches.  A report from the
USFA recounts how one major metropolitan area
introduced “rolling brownouts” to curtail electrical
power consumption, recognizing that this would
interrupt domestic water consumption – but initially
overlooking the fact that the intermittent shutdown of
water pumps would interfere with firefighting as
well.

The grid requires its own backup power to actu-
ate valves and switches, to run pumps and lights in
electric power plants when primary sources of power
fail, and to assure the delivery of power to the com-
munications and control networks that activate
switches and breakers to stabilize the grid when
transformers fail, lines go down, and large loads
short out.

Supervisory Control and Data Acquisition (SCADA)
for Physical Networks

The physical networks that move material, ener-
gy, and vehicles are all critically dependent on their
control systems.  The electric grid, oil and gas
pipelines, and many industrial systems (and especial-
ly those managing hazardous chemicals), are moni-
tored and controlled by means of complex, computer
controlled, SCADA networks that collect and convey
information about the state of the network and dis-
patch commands to actuate switches, circuit breakers,
pumps, and valves.  A critical-infrastructure report
issued by the American Petroleum Institute in March
2002, for example, focuses primarily on physical and
personnel issues relating to security, but notes the
importance of networked computer systems that run
refineries and pipelines, and the “electrical power
lines (including backup power systems)” on which
their operations depend.55

SCADA networks, which generate over $3 bil-
lion per year in global revenues from hardware and
software sales, control annual flows of many hun-

dreds of billions of dollars of energy, and also moni-
tor and control all major transportation of water and
wastewater.  Utility operations, for example, typically
center on SCADA master stations located in one, or
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Table 4. Physical Networks: Electricity, Oil, Gas,
Water, and Transportation 
Category Number/Size
Electricity

Transmission SCADA control points     

FERC grid monitor/control 32 12       

Network Reliability CoordinatingCenters 33 20 

Regional Transmission Control Area Centers 34 130      

Utility control centers 35 >300

Power plants 36 10,500 (e)  

Large (>500 MW) 500 (e)  

Small (<500 MW) 10,000 (e)  

Transmission Lines 680,000 miles  

Transmission substations 7,000  

Local distribution lines 2.5 million miles  

Local distribution substations 100,000     

Oil & Gas 

Oil & Gas SCADA systems >300

Oil pumping stations 37 3,000

Gas compressor/pumping stations 38 4,000

Oil pipelines 39 177,000 miles

Gas pipelines 40 1.4 million miles

Oil wells 41 520,000

Gas wells 42 360,000

Off-shore wells 43 4,000 

Natural gas processing 44 600  

Oil refineries 45 150

Oil product terminals 46 1,400

Oil “bulk stations” 47 7,500  

Oil storage terminals 2,000 (e)

Gas storage facilities 48 460    

Gasoline service stations 180,000

Water & Wastewater

Treatment facilities (1990)49 40,000

Community water systems 50 56,000 

Transportation 
FAA critical centers 51 56  

Airport control towers 52 560   

Rail control centers  (99,000 miles)53 100

Major municipal traffic control centers 54 >100     



sometimes two, key locations; in a few SCADA net-
works, regional control centers can take over local
operations in the event of a major calamity that takes
out the master stations.  These master stations may
monitor data from 30,000 or more collection points,
as often as every two seconds.  Much of the commu-
nication with the field equipment sensors occurs via
analog and digital microwave technology; fiber-optic
lines, satellite links, spread-spectrum radio, two-way
radio, and other technologies, particularly in the
backbones of these private communications net-
works.   

And the importance of power to the continued
operation of the networks that distribute materials
and energy is growing.  The recent push to make
electric power markets more competitive is creating
more points of interconnection and power hand-off,
requiring more data transparency, and much closer
and more precise coordination of power flows.  Gas
and oil pipelines are becoming more dependent on
electrically actuated and telecom-controlled switches.
A significant number of natural gas pipeline shutoff
valves, for example, are manually operated hand-
wheels, that may, in emergency situations, take hours
to locate and shut down.  Remotely actuated valves
allow rapid pipeline shutdown – but require secure
power for the SCADA control network and the
valves themselves. 

In the past, these systems were generally
designed and installed with minimal attention to
security.  Experts now view them as highly vulnera-
ble to cyber attack.56 Electronic intrusions could pre-
cipitate widespread power outages at regional and
even national levels.  SCADA systems simply must
be kept running to prevent minor disruptions from
turning into major ones.  When major disruptions
occur, the SCADA systems will be integral to the
recovery process, because they provide the essential
information and control capabilities to coordinate
emergency responses.  When SCADA networks go
down, the networks they control go down too, and
they can’t be practically restarted until the SCADA
networks themselves become operational once again.  

Command and Control Systems for Transportation
Networks

Much of the transportation system likewise
depends on communications and data networks for
coordination and control.  And while very little of the
transportation system itself is electrically powered,

all of the control systems are.  However much
kerosene or diesel fuel they may have at hand to fuel
their engines, planes don’t fly without electrically
powered air traffic control, railroads don’t run with-
out the communications and control networks that
manage traffic flow and the configuration of the
tracks, and ships and trucks don’t move without the
similar control/scheduling systems that synchronize
movement through harbors and control the traffic
lights.

In many respects, the four major families of net-
works – telecom, finance, government and public
safety, and the physical (material, power, transporta-
tion) – all depend on each other.  Electric power
plants depend on railroads and pipelines for their raw
fuel; railways and gas pipelines need electricity for
supervision and control, and all of the networks
depend on police, fire, and emergency services to
maintain safety and public order.  But electric power
is, nevertheless, uniquely important.  After major
catastrophes, the process of restarting normal life
begins with limited supplies of raw fuel – most often
diesel fuel – that are used to fire up backup genera-
tors, that are used to restart everything else – the
communications networks, computers, pumps, and
valves that move information and financial data, and
reactivate the government services and the material
and energy-moving networks, which bring in still
more fuel, and then still more power. 

The Vulnerable Public Grid

An important 1997 report Critical Foundations
by the President’s Commission on Critical
Infrastructure Protection provides a top-down analy-
sis of the vulnerabilities of the public grid.57 The
report emphasizes how much other infrastructure net-
works (most notably telecommunications, finance,
and transportation) have come to depend on electric
power for their continued operation, and notes the
“significant physical vulnerabilities” of “substations,
generation facilities, and transmission lines.”  The
report contains many useful recommendations for
making the public grid more secure.  Yet in the end,
it simply fails to address the plain – and widely rec-
ognized – fact that the grid itself can never be made
secure enough to guarantee power continuity at the
most critical nodes.

In similar fashion, utilities themselves certainly
recognize how much other sectors depend on power.
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All major utilities have established “electric service
priority” (ESP) protocols to prioritize efforts made to
restore power after a major outage.  High on the list,
of course, are life support, medical facilities, and
police and fire stations.  But what most utilities
emphasize, understandably enough, is what they
themselves can do to help restore grid power quickly
to the customers that need it the most.

Thus, utilities consult with other sectors in set-
ting these priorities, and in the post-9/11 environment
there is, inevitably, a certain amount of lobbying
under way to persuade utilities to reorder their
power-restoration priorities.  The telecommunications
industry, for example, launched a
“Telecommunications Electric Service Priority”
(TESP) initiative to urge utilities to “modify their
existing ESP systems by adding a limited number of
specific telecommunications critical facilities that
service National Security and Emergency
Preparedness requirements.”58 The proposed list of
such facilities is a long one: It includes all facilities
engaged in “national security leadership, mainte-
nance of law and order, maintenance of the national
economy, and public health, safety, and welfare.”
TESP defines “critical facilities” as “those that per-
form functions critical to the monitoring, control,
support, signaling, and switching of the voice

telecommunications infrastructure.” 
Understandable and even necessary though it is,

the lobbying for priority in the utility’s power-
restoration hierarchy is, ultimately, an acknowledge-
ment that a power-dependent facility isn’t “critical”
enough to need power better than the grid can supply
– or else it is an abdication of the responsibility to
secure alternative, off-grid power supplies.

Utilities can and do establish service resumption
priorities.  They also continuously improve the
robustness of the grid as a whole.  Enormous
amounts of investment have been made to improve
the reliability of the public grid since a single faulty
relay at the Sir Adam Beck Station no. 2 in Ontario,
Canada, caused a key transmission line to disconnect
(“open”) on November 9, 1965, plunging the entire
northeastern area of the United States and large parts
of Canada into an eighteen-hour blackout.  That sem-
inal event led to the creation of the North American
Electric Reliability Council (NERC) and a substan-
tially more resilient grid.  But the grid still has many
points of vulnerability, and its inherent fragility will
never be eliminated.  While continuing to rely heavi-
ly on the grid in their normal operations, the opera-
tors of all truly “critical” nodes and networks also
take steps to create their own, independent islands of
secure power, to ensure continuity of operation in the
case of a major grid outage.

What makes the grid essential is also what makes
it vulnerable – it is a vast, sprawling, multi-tiered
structure that reaches everywhere, and is used by
everyone.  Indeed, measured by route miles and
physical footprint, the North American grid is by far
the largest network on the planet.  (Figure 4)

The top tier of the grid is fueled (most typically)
by coal, uranium or gas; each lower tier is typically
“fueled,” initially at least, by the electric power
delivered from the tier above.  “Generating stations”
in the top tier dispatch electrical power through some
680,000 miles of high-voltage, long-haul transmis-
sion lines, which feed power into 100,000 “substa-
tions.”  The substations dispatch power, in turn,
through 2.5 million miles of local distribution wires.
The wires are extended and exposed, while the grid’s
power plants are huge (because big plants burn fuel
more efficiently) and thus comparatively few and far
between.  Nearly all the high-voltage lines run above
ground and traverse the open country, and a handful
of high-voltage lines serve entire metropolitan
regions.  At the same time, a couple of large power

Figure 4. 
The Multi-Tiered Grid
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Derived from  "Distributed Energy Resources Interconnection Systems," U.S. DOE
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plants can provide all the power required by a city of
a half-million.  Many communities are served by just
a handful of smaller power plants, or fractional
shares of a few bigger power plants. 

Taken together, these attributes make the public
grid inherently vulnerable to major disruptions.
Demand overloads simultaneously stress all of the
main power cables – typically three to five – serving
a large city, and one failure can trigger others.  On
August 10, 1996, three lost transmission lines and
some malfunctioning equipment triggered a series of
cascading blackouts that paralyzed the West Coast,
affecting 7.5 million customers in 11 states and two
Canadian provinces.  Sometimes purely physical
stresses affect the length of the conduits that house
power lines.  In April 1992, for example, construc-
tion workers installing support pillars in the Chicago
River punctured the roof of a freight tunnel beneath
the river bottom; the ensuing flood shut down utility

power for weeks in the heart of Chicago.  In response
to that and similar events, the City of Chicago with
the DOE undertook a uniquely comprehensive and
prescient study of the consequences of power out-
ages, which catalogues and categorizes critical-power
customers.  (Table 5)

Serious problems tend to propagate through the
grid, as fast as the power itself.  Even a severe elec-
trical failure on a single (large) customer’s premises
can travel upward through the grid to cause much
more widespread disruptions.  Failures at key points
higher in the grid can black out far larger areas.  The
November 1965 Northeast blackout mentioned earli-
er was caused by the failure of one small relay in
Ontario, which caused a key transmission line to dis-
connect; that triggered a sequence of escalating line
overloads that cascaded instantaneously down the
main trunk lines of the grid.  Additional lines failed,
separating additional plants from cities and towns
that used their power.  Generating plants in the New
York City area then shut down automatically to pre-
vent overloads to their turbines.  While much has
been improved since the 1960s, recent simulations
confirm that deliberate attacks on a very limited
number of key points on the public grid could still
cause very widespread outages that would take, at the
very least, many days to correct.  

Precisely because it is so critical, a late-2002
White House briefing involving the President’s
Critical Infrastructure Protection Board specifically
noted that the electric power grid now stands “in the
cross hairs of knowledgeable enemies who under-
stand that all other critical-infrastructure components
depend on energy for their day-to-day operations.”60

A New Profile for Grid-Outage Risks

Installations of backup generators, uninterrupt-
ible power supplies (UPS), and stand-by batteries
provide an initial – though backward-looking –
measure of total demand for critical power as already
determined by end-users themselves.

In many ways the presence of a UPS provides
the most telegraphic and useful indicator of a critical
electrical load on the premises.  A UPS isn’t cheap, it
isn’t deployed lightly, and – as its name reveals – its
whole purpose is to assure the continuous provision
of power, most often to digital loads.  Thus, an array
of power electronics, sensors, software and batteries
takes power from whatever source can supply it – the
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Table 5.  Critical Municipal Facilities59

Type Examples
Emergency Services

Water System

Transportation

Medical

Schools 

Day Care

Senior 

Social Service

Detention Centers

Community Centers

Public Assembly

Hotels

High-rise Buildings

Food Services

Industry 

Police stations, fire stations, paramedic stations,
emergency communication transmitters  

Water supply pumping stations, wastewater pump-
ing stations and treatment plants  

Traffic intersections, aviation terminals and air traf-
fic control, railroad crossings, electric rail systems  

Hospitals, nursing homes, mental health treatment
facilities, specialized treatment center (e.g., out-
patient surgery, dialysis, cancer therapy), rehabili-
tation centers, blood donation centers  

Nursery schools, kindergarten, elementary
schools, high schools, colleges, business and
trade schools  

Registered facilities, sitter services, after-school
centers  

Senior citizen centers, retirement communities  

Homeless/transient shelters, missions and soup
kitchens, youth, family, and battered person shel-
ters, heating/cooling shelters  

Jails, youth detention centers 

Libraries, civic centers, recreational facilities  

Stadiums, auditoriums, theaters, cinemas, reli-
gious facilities, malls, conference centers, muse-
ums

Hotels, motels, boarding houses  

Apartments, condos, commercial  

Restaurants, supermarkets, food processing facili-
ties  

Hazardous material handling  



grid, the stand-by batteries, or a backup generator or
fuel cell – and delivers power devoid of sags, spikes,
and harmonics.  Typically, the on-board battery back-
up is just sufficient to permit switching to a second-
ary source after the grid fails – a backup generator, or
a larger bank of batteries.  The smallest UPS units sit
on desktops; the largest serve entire offices or small
buildings.  The UPS functions very much as a kind
of silicon power plant – taking in “low grade” fuel
(in this case, dirty and unreliable kilowatt-hours) to
convert into a higher-grade fuel (sag- and spike-free,
always-on kilowatt-hours).

Most of the large-unit capacity is in commercial
buildings, with some significant share used in indus-
trial environments to maintain critical non-computing
digital loads.  Fully half of non-desktop UPS capaci-
ty is supplied by 75-kilowatt (kW) or larger UPS
units.  One-third of that capacity is supplied by units
larger than 200 kW. 

Based on annual UPS shipments and the typical
operating lifetimes of these units, we estimate that
approximately 25 gigawatts (GW) of large UPS
capacity is currently installed and running in busi-
nesses and government buildings in the United
States, with another 10 to 15 GW of capacity in
smaller desktop-sized units in both businesses and
residences.  (Figure 5)

These remarkable figures provide a direct, quan-
titative estimate of how much U.S. power consump-
tion is viewed as (in some sense) “critical” by end-
users themselves.  To put them in perspective, the
public U.S. grid as a whole is powered by roughly
790 GW of large coal, nuclear, gas-fired, and hydro-
electric plants – thus, about 3 to 5 percent of the
grid’s capacity is complemented and conditioned by
UPS capacity in buildings and factories.61

Deployments of backup generators – the vast
majority of them reciprocating engines that burn
either diesel fuel or natural gas – provide a second
rough indicator of end-users’ assessments of their
own “critical power” requirements.  The indicator is
imprecise, because generators are also widely used to
supply power in off-grid locations.  Nevertheless,
trade estimates indicate that there is now 80 GW of
backup generation capacity deployed in the United
States – in the aggregate, about 10 percent of the
grid’s capacity.  Over the past several years, no less
than 1 megawatt (MW) of such distributed (grid-
independent) capacity is now being purchased for
every 6-10 MW of central-power-plant capacity
brought on line.62 (Figure 6)

One finds, for example, thirteen two-megawatt
diesel generators installed outside AOL’s two major
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Sales of Backup Power Generation
Total purchases of “small,” distributed generators for backup power (rarely
connected to the grid) are a significant share of the 40 MW/yr of utility central
station capacity added annually in the past two years.

Total Installed Uninterruptible Power Supplies (UPS) 
The presence of a UPS provides the most telegraphic and useful indicator
of what customers consider “critical” electrical loads.

Figure 5.
Uninterruptible Power Supplies
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Figure 6.
Off-Grid Backup Power
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centers in Prince William County and Herndon,
Virginia.  Real estate companies and data hotels like
Equinix, Level3, and Qwest have likewise become
major owner-operators of distributed generation
(DG) power systems.  And all the major engine mak-
ers assemble and lease power-plants-on-wheels –
tractor-trailers with hundreds of kilowatts to several
megawatts of generating capability.  These units are
positioned around the country for emergencies,
parked in substations (to meet peak demand, or
replace power from lost transmission feeds), or in
parking lots near critical loads.

The installed base of stand-by batteries provides
a third – again retrospective – measure of what end-
users perceive to be their “critical power” needs.
The sale of long-life, high-performance backup lead-
acid batteries soared through the year 2000 – dou-
bling over a few years to the point of creating deliv-
ery shortages.  Even though the market is still work-
ing off that inventory, sales of new batteries remain
20 percent higher than five years ago – and the
advent of data centers and wireless telecom has per-
manently moved such heavy-duty “industrial” batter-
ies to the lead position in a business formerly domi-
nated by batteries used in more traditional industrial
motive power applications (e.g., lift trucks).63 There
is thus a collective total of about 40 million kilowatt-
hours stored at any time in about 30 million lead-acid
batteries distributed across the landscape (enough
electricity to run one million homes for 24 hours).
(Figure 7)

For every 500 kW of UPS, there are typically
five tons of batteries nearby.  Telephone company
central offices and data centers, for example, still
typically contain entire floors filled with lead-acid
batteries.  The floor space set aside for large UPSs –
100 to 1,000 kW AC and DC silicon power plants –
is likewise dominated by lead and acid.  There are
batteries in every wireless base station and in every
optical headend.  Some 249 batteries on steel racks
stand behind the planet’s most precise atomic clock
in Boulder, Colorado.  

It would be a serious mistake, however, to infer
from existing deployments of UPS systems, batteries
and generators that the full extent of the need for
such facilities has already been recognized and
addressed.  To begin with, many enterprises simply
fail to plan for rare-but-catastrophic events until after
the first one hits.  Thus, for example, the four large,
broad-scale power outages of the last 10 years –

Hurricane Andrew in Florida in 1992, Hurricane Fran
in Virginia in 1996, and ice storms hitting the East
Coast during the winters of 1998 and 2002 – precipi-
tated a cascade of new orders for on-premises power
supplies, and these orders continued to be placed for
weeks after grid power had been restored.64 Planning
rationally for infrequent but grave contingencies is
inherently difficult, and even risk-averse planners
have a strong tendency to discount to zero hazards
that are thought to be just “too unlikely” to worry
about.  Many essential services and businesses have
critical power needs that have not been addressed
only because they have never been systematically
assessed.  

It is impossible to estimate with any precision
how many sites have critical power needs that simply
remain unrecognized because they haven’t yet been
hit by disaster.  We do know that there are hundreds
of thousands of 10 to 100 kW sites nationwide – the
electrical loads now created by tens of thousands of
high-end wireless base stations, fiber repeater shacks,
and digital offices that – unlike the phone company’s
central offices – have limited (and sometimes, no)
backup.  The national banks and financial exchanges
have already deployed their backup power systems
(although, as earlier noted in a recent GAO report,
many are not adequate for the new challenges), but
many smaller commercial, investment, regional
banking, credit, and trading companies may not yet
have done so.  The federal government’s buildings
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Figure 7.
Heavy Duty Backup Batteries
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already have their backup power, but state and partic-
ularly local governments lag far behind them.  The
general unwillingness to confront hazards that are
both very grave and very remote has always been a
problem.  But it is an especially serious one when
risk profiles change – as they surely have in the post-
9/11 era.  Countless enterprises that were inadequate-
ly prepared for hurricanes and ice storms are at even
greater risk now that sabotage and terrorism have
changed the profile of credible threats. 

Even enterprises that have prepared properly for
yesterday’s risk profiles may well be unprepared for
tomorrow’s.  Many surveys, for example, have
attempted to document the costs of outages for vari-
ous industrial and commercial enterprises.  (Tables 6
and 7) These surveys typically address costs of
equipment damage, loss of in-production materials
and products, and lost employee productivity, among
other factors, from outages that last minutes to (typi-
cally) one hour.  But the choice of a one-hour out-
age, rather than, say, a three-day outage, reflects the
survey’s assumptions about what kinds of outages are
reasonably likely. 

The risk-of-failure profiles of the past reflect the
relatively benign threats of the past – routine equip-
ment failures, lightning strikes on power lines, and
such small-scale hazards as squirrels chewing
through insulators or cars colliding with utility poles.
Most accidental grid interruptions last barely a sec-
ond or two, and many “power quality” issues involve
problems that persist for only tens of milliseconds
(one or two cycles).  In most areas of the country,
grid outages of an hour or two occur, on average, no

more than once or twice a year, and longer outages
are much rarer than that.  Accidental outages tend to
be geographically confined as well; the most com-
mon ones involve blown circuits in a single building
(and, most typically, caused by human error – ironi-
cally enough, much of it “maintenance” related), or
interruptions confined to the area served by a single
utility substation.

The possibility of deliberate attack on the grid,
however, changes the risk profile fundamentally –
that possibility sharply raises the risk of outages that
last a long time and that extend over wide areas.  The
planning challenge now shifts from issues of power
quality or reliability to issues of business sustainabil-
ity.  (Figure 8) Planning must now take into account
outages that last not for seconds, or for a single hour,
but for days.

There is normally very little risk that several
high-voltage lines feeding a metropolitan area from
several different points on the compass will fail
simultaneously, and when just one such line fails, all
the resources at hand can be mobilized to repair it.
Deliberate assaults, by contrast, are much more likely
to disable multiple points on the network simultane-
ously.  A National Academy of Sciences 2002 report
drove this reality home with its stark observation:
“[A] coordinated attack on a selected set of key
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The Power Sustainability Challenge
The power engineering challenge now expands beyond the quality or relia-
bility of electricity, to include sustainability—the ability to continue to operate
in the event of outages that last not for seconds, minutes or an hour, but days.

Figure 8.
Electric Grid Failures: Customer Perspective
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Advisory Committee of the IEEE International Telecommunications Energy Conference
(1998).
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Table 6. Cost of Power Interruptions for Industrial
Plants65

1 minute $1 $17  

1 hour 7 43  

3 hours 14 130 

Interruption
Length

Cost/kW Load Interrupted
MaximumMinimum

Table 7.  Cost of Power Interruptions for Office
Buildings with Computers66

15 minutes $5.68        $67.10  

1 hour 5.68 75.29  

> 1 hour 0.48          204.33

Interruption
Length

Cost/Peak kWh not delivered
MaximumMinimum
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points in the [electrical] system could result in a
long-term, multistate blackout.  While power might
be restored in parts of the region within a matter of
days or weeks, acute shortages could mandate rolling
blackouts for as long as several years.”67 Users, who
have perceived no need to plan systematically, even
for those outages that fit the traditional statistical
profiles, may now require systems to address the new
risks.  Enterprises that can afford simply to shut
down and wait out short black-outs may not be able
to take that approach in response to the mounting
threats of longer outages.

Powering Critical Nodes

Roughly one-half of U.S. electric power is con-
sumed by mass-market users – residences and small
businesses with peak power requirements under
about 20 kW.  Overwhelmingly, these consumers cur-
rently rely on grid power – power that’s (roughly)
99.9 percent reliable, that retails for about 10¢/kWh,
and that is generated at large, centralized power
plants for about 3¢/kWh wholesale.  The average res-
idential customer experiences 90 minutes of power
interruptions per year – with 70 to 80 minutes of that
down time attributable to distribution system prob-
lems – but finds this quality of service acceptable,
because the power is used mainly for non-critical
purposes that operate on flexible schedules.  The
washing of clothes and dishes can be postponed;
refrigerators and homes remain acceptably cool (or
warm) even when the power goes out for several
hours; for longer outages, people can temporarily
relocate, if they must, to places such as shelters and
other centralized facilities where power remains
available.  If these customers want greater reliability,
they generally obtain it by buying power “appli-
ances” – most typically desktop-UPS units for com-
puters or small gasoline or diesel backup generators
for other purposes.

At the other pole, aluminum smelters and large
auto assembly lines, and enormous commercial com-
plexes, among others, may deploy backup power
facilities for certain nodes and control points within
their facilities, but cannot backup their entire opera-
tions.  These monster-load customers, with peak
loads above about 10 MW, account for about 20 per-
cent of U.S. electric consumption.  Like it or not,
they typically have no choice but to depend on the
public grid.  To make their power more reliable, they

work directly with the utility; the most common
approach is to engineer two independent links to the
public grid, that connect, if possible, with independ-
ent high-voltage lines that are powered in turn by dif-
ferent power plants.  Any other approach would be
prohibitively expensive, because it would leave huge
amounts of generating capacity standing idle most of
the time.  (Tables 8 and 9)

(Even in this high-power arena there are,
nonetheless, a relatively small subset of digital loads
that easily exceed 1 MW of demand – large data and
telecom centers – and that simply have no choice but
to deploy adequate grid-free backup.  The central
new challenge for this class of customer is how to
deal with the addition of the continuity metric.)

That leaves the middle tier of loads, from rough-
ly 20 kW on up to a megawatt or so.  This segment
of demand accounts for about 30 percent of U.S.
power consumption.  A disproportionate share of pri-
vate production and public services fall within this
tier, however – air traffic control centers, supermar-
kets, city halls, factories, broadcast stations, frozen-
food warehouses, office buildings, most data centers,
and telephone exchanges, among countless others.
These middle-tier nodes are also uniquely important
in the process of recovering from major outages.
Most users in the top and bottom tiers can ride out
power outages for days, or even weeks, so long as
power is restored reasonably quickly to tens of thou-
sands of discrete nodes in this middle tier.  Thus, in
times of disaster, recovery always begins locally, in
islands of self-help and resilience.

Large numbers of hospitals, government agen-
cies, phone companies, and private enterprises have
already taken steps to secure their power supplies

Table 8. Electric Demand: Commercial Buildings68

Small Midsize Large  

Average kW/Building   10 65 740  

Size (x1000 sq ft) 1 – 10 10 – 100 >100  

Number of Buildings (thousands) 3,000 1,000 100 

Percent of Total Commercial Electricity  23 40 38

Table 9. Electric Demand: Manufacturing 
Establishments69

Small  Midsize  Large  

Average kW/Establishment 100 2,500 19,300 

Size (employment) 1 – 99 100 – 499 500+  

Number of Establishments 328,000 30,000 4,800 

Percent of Manufacturing Electricity 15 38 47



from the bottom up.  They do not count on the public
grid alone to meet their critical power requirements –
they identify critical-power loads, and then add
stand-by generators and switching systems to boost
overall reliability.  They define critical power in
terms of specific loads and nodes, not the network as
a whole.  This bottom-up approach to securing criti-
cal power is an essential complement to top-down
efforts to secure the grid.  The Institute of Electrical
and Electronics Engineers (IEEE) begins from that
same premise in its comprehensive analysis and stan-
dards document on Emergency and Standby Power
Systems.70 First issued in 1987, and last updated in
1995, this document is still perhaps the most compre-
hensive analysis of the end-user initiatives that are
required to ensure power continuity at critical nodes.
A more recent IEEE publication in 2001 expands
their standards and evaluations on power from the
perspective of different classes of end users, focusing
more generally on various non-emergency aspects of
distributed generation for industrial and commercial
markets.71

Like the critical public infrastructure that they
mirror, most critical-power nodes are defined by the
private networks they serve – the hubs that switch
and route information, or that control the movement
and flow of key materials through physical networks,

or that power essential safety systems and services.
Whether it serves a corporation or a city hall, a

node that switches or dispatches more than a giga-
byte per second of data for much of the working day,
or a megabyte per second on a 24/7 basis, or more
than 10 kW of analog or digital signal through the
airwaves – likely plays a very important role in the
day-to-day lives of many people.  A typical telephone
exchange requires about 100 kW to power it; a tele-
vision station, about 100 to 250 kW; a radio station,
20 to 100 kW; a cell tower 10 to 20 kW.  In some of
these sectors – broadcasting, for example (See Table
1) – the number of critical nodes has not changed
much in the past several years.  In others – data cen-
ters and wireless telephone transceivers, for example
– the number of critical nodes has been rising rapid-
ly.  (Figure 9)

Powering the wireless communication infrastruc-
ture is particularly important because it is in many
respects much less vulnerable than the wireline net-
work.  Emergency planners have long recognized
that the broadcast networks are essential for mass
announcements in times of crisis, as are the radio
networks used to coordinate responses by police, fire,
and emergency services.  Assuring the power require-
ments of wireless telecommunications networks has
emerged as a uniquely important priority in critical
power planning, because wireless nodes can be repli-
cated more cheaply, and secured much more effec-
tively, than wired networks.  Wireless networks also
support mobility, which is often essential to provid-
ing critical services and when recovering from major
disasters.  

The public broadcast and wireless networks
already rank as part of the “critical” infrastructure.
What is still often overlooked, however, is that there
are now tens of thousands of private nodes that route
and dispatch comparable (or larger) volumes of data.
However private or local it may appear, an informa-
tion node that requires 10 to 50 kW or more of con-
tinuous power is likely to be one on which thousands
of people depend in some very direct way.  To put
this number in perspective, a typical U.S. household
is a 1.5 kW load (24/7 average), with 10 to 20 per-
cent of that power (150 to 300 continuous Watts)
consumed by televisions, telephones, computers, and
related peripherals.  Comparable computing and
communications nodes in commercial and municipal
centers define a new, critical class that have received
far too little notice in planning to secure critical
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Cellular Base Stations 
Cellular telephony is now a central part of emergency response for citizens,
businesses, and emergency professionals, making the sustainability of
these networks no longer solely an issue of customer satisfaction.

Figure 9.
Cellular Base Stations

1992 1994 1996 1998 2000 2002

Source: Cellular Telecommunications & Internet Association Semi-Annual Wireless
Survey.
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infrastructure.
Because these nodes are privately owned and

operated, and so widely dispersed, it is extremely dif-
ficult to quantify their numbers or pin down with any
precision the roles they play in maintaining commu-
nication, control and the continuity of critical opera-
tions.  There are, however, some relevant high-level
statistics.  The total inventory of computing systems
installed in all commercial buildings continues to rise
rapidly.  (Figure 10)

Most of the 220 million microcomputers used by
American business are located in approximately one
million buildings in the mid-tier of the three-tiered
hierarchy of power loads.  (See Table 8) Further
analysis of commercial building data suggests a pro-
file of how the critical loads are distributed.  (Table
10)

It is even more difficult to define and catalogue
critical-to-power physical networks in the private
sector.  A recent paper by the Electric Power
Research Institute (EPRI) emphasizes the power vul-
nerability of enterprises engaged in continuous
process manufacturing of such things as paper, chem-
icals, petroleum products, rubber and plastic, stone,

clay, glass, and primary metals – all companies with
manufacturing facilities that continuously feed raw
materials, often at high temperatures, through an
industrial process.74 Many other large factories and
corporations have their own internal water, water-
treatment, and on-premises pipeline services.

The total power requirements of industrial facili-
ties are defined by individual industrial processes,
and vary widely. (Table 11) But digital technologies
are rapidly taking control of almost all industrial
processes, even the most familiar and mundane; as a
result, there are now very few industries that can
continue to function at any level without sufficient
electricity to power their key command-and-control
networks.  (Table 12) At the same time, there is
steady growth in the number of processes that
depend on electricity as their primary fuel – as, for
example, when electrically-powered infrared ovens
and lasers displace conventional ovens and torches
for drying paint and welding metals.  Not all of these
applications are “critical,” but some significant frac-
tion of them is, because they manufacture or service
materials or components required for the continued
operation of networks on the front lines. 

In the end, “critical power” requirements must be
defined application-by-application, and site-by-site.
They depend on tolerance for interruptions and out-
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Total Installed Base of Business Computing
The commercial inventory (which excludes 58 million PCs in homes and
excludes notebook PCs) provides an indication of the number of computers
in data centers, or data rooms. The total commercial employment of fewer
than 90 million people (i.e., well under 90 million “desktops”) suggests sub-
stantially more than 120 million microcomputers clustered in critical nodes of
varying sizes.

Figure 10.
Computers in Businesses*
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Critical Category #1

Health Care 130 100

Public Order & Safety 60 40

Critical Category #2

Office 750 60  

Mercantile    670 40 

Food (Sales + Service)      520 40

Service 470 20     

Critical Category #3

Lodging 150 70

Education 330 40

Public Assembly 300 40

Warehouse & Storage 500 25

Religious Worship 300 10

*There is of course not a one-to-one correlation in such data as many of the
critical loads, for example in hospitals, are digital in nature, but would not be
counted as “microcomputers” in the statistical sources used.

Table 10.  Electric Demand: Commercial Buildings72

Principal Building
Activity*

Buildings
(thousands)

kW/Building
(avg)73
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ages, however short or long, which depend in turn on
how much outages cost the enterprise or agency
itself, and those who depend on its goods or services.
Secondary losses outside the enterprise may be far
larger than those within it.  A power failure at a cred-
it-card-verification center, for example, will entail
relatively modest internal losses, but may obstruct
ordinary commerce for merchants and customers
worldwide. 

The costs are often very sensitive to the duration
of the outage.  Even the briefest interruptions can be
enormously expensive when they take down the
computers that run an airline’s entire reservations
system, or a financial institution’s trading desk, or
some manufacturing processes with long “reboot”
procedures.  Even a momentary loss of the power
needed by an air traffic control center, or a process
control system in a high-speed automated manufac-
turing plant, may cause catastrophic losses of life or
capital.  Refrigerated warehouses, by contrast, may
be able to ride through outages lasting many hours

without significant loss – but then at some point
refrigerated foods begin to spoil, and losses become
severe.  

That critical power requirements are so highly
variable and distributed presents both a problem and
an opportunity in the formulation of public policy. 

On the one hand, it is not possible to secure
requirements for critical power by focusing on the
grid alone.  The grid is a shared resource; the whole
thing simply cannot be hardened enough to meet the
needs of the tens of thousands of truly critical nodes
scattered throughout the country in both public and
private sectors.  

On the other hand, the efforts undertaken to hard-
en these many individual nodes will have a direct,
positive impact on the reliability of the public grid as
a whole.  As noted, large-area power outages are
often the result of cascading failures.  Aggressive
load shedding is the one way to cut off chain reac-
tions like these.  The development of a broadly dis-
tributed base of secure capacity and well-engineered
local grids on private premises will add a great deal
of resilience to the public grid, simply by making a
significant part of its normal load less dependent on
it.  Islands of especially robust and reliable power
serve as the centers for relieving stresses on the net-
work and for restoring power more broadly.  In the
aggregate, private initiatives to secure private power
will have a very large beneficial impact on the stabil-
ity and reliability of the public grid as well.  

Fueling the Digital Economy

It is increasingly difficult to define just where the
digital economy ends, and thus by extension, the
needs for critical power.  Microprocessors are now
embedded everywhere, and are often in final control
of such mundane activities as opening and closing
cash registers and doors.  EPRI defines the digital
economy to encompass telecommunications, data
storage and retrieval services, biotechnology, elec-
tronics manufacturing, the financial industry, and

Table 11.  Electric Demand: Manufacturing Sector75

Primary Metals 4 8,500

Petroleum & Coal Products 2 5,950

Paper 5 5,100

Chemicals 9 4,650

Textile Mills 3 1,960

Transportation Equipment 8 1,350

Beverage & Tobacco Products 2 1,030

Plastics & Rubber Products 12 870

Food 17 785

Computer & Electronic Products 10 780

Electrical Equipment, Appliances,
Components 5 690

Nonmetallic Mineral Products 11 680

Wood Products 12 370

Machinery 20 280

Fabricated Metal Products 41 250

Textile Product Mills 4 240

Furniture & Allied Products 11 150

Leather & AlliedProducts 1 150

Printing & Related Support 26 110

Apparel 13 80  

Miscellaneous 14 170

Industry
Establishments

(thousands)
kW/Establishment

(avg)

Table 12.  Digital Penetration in Manufacturing76

Digital Technology Share of Manufacturers (%)
Computer-Aided Design 85

Local Area Networks 70 

Just-in-Time Systems 60

Computer-Aided Manufacturing 60

Robots  20  



countless other activities that rely heavily on data
storage and retrieval, data processing, or research and
development operations.  What is clear, in any event,
is that all digital hardware is electrically powered;
when the electrons stop moving, so do the bits.

However defined, the digital economy is by far
the fastest growing segment of the overall economy.
Largely as a result, more than 90 percent of the
growth in U.S. energy demand since 1980 has been
met by electricity.  (Figure 11)

Even during the most recent years of sluggish
economic growth, demand for electricity has contin-
ued to rise by 2 to 3 percent annually – and by about
4 percent in 2002 – growth rates that may appear
modest but are quite substantial in absolute power
(and hardware) terms considering the magnitude of
annual U.S. electric use (3.6 trillion kilowatt-hours).

The nearly uninterrupted century-long growth in
electric demand (driven, a priori by the preferential
growth in technologies that use electricity over com-
bustible fuels) has continued to increase the econo-
my’s dependence on kilowatt-hours.  The nation is
now at a point where electricity accounts for over 60
percent of all fuel used by the GDP-producing parts
of the economy (industry, commerce, services) – in
1950, the figure was only 25 percent.  (Figure 12)

That the trend illustrated in Figure 11 will con-

tinue is strongly suggested by the nature of capital
spending which is skewed heavily towards electrici-
ty-consuming hardware.  Some 60 percent of all new
capital spending is on information-technology equip-
ment, all of it powered by electricity, and the most
recent data show that percentage rising.  (Figure 13)
All the fastest growth sectors of the economy – infor-
mation technology and telecom most notably –
depend entirely on electricity.  

According to surveys conducted by the
University of Delaware’s Disaster Research Center,
large and small businesses in five major business
sectors see electricity as “the most critical lifeline
service for business operations.”77

EPRI estimates that approximately 9 percent of
electricity used in the industrial sector is now used to
power digital hardware, most of it in manufacturing
electronic components and in automated process con-
trol.  (Table 13) And EPRI attributes 12 percent of
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Fueling the GDP
The businesses, activities and technologies that comprise the GDP have
grown continually more dependent on electricity.

Figure 12.
End-Use Dependence on Fuel*
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Growth in Commercial & Industrial Energy Demand 
The technologies driving growth in the commercial and industrial sectors of
the economy have been mainly fueled by electricity, thereby continually
increasing the number and magnitude of critical uses of power.

Figure 11.
Growth in End-Use Demand*
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* Commercial and industrial sector primary energy consumption.

Source: EIA Monthly Energy Review (March 2003).
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Table 13.  Digital Demand (EPRI)79

Residential 150 13

Commercial 148 13 

Industrial 93 9

Total U.S. 391 12 
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all U.S. power consumption in 2001 to the operation
and manufacture of digital devices (microprocessors,
chips, and related systems), digital applications (e.g.
home entertainment, digital office equipment, net-
works, data processing, and digital controls), and dig-
itally-enabled enterprises (businesses that are excep-
tionally dependent on digital technologies, including
security, banking/finance, e-commerce, and data
warehousing and management).  Our own analysis of
the same constellation of digital demands, from desk-
top to data center, and from factory to chip fab, led
us to much the same conclusion as EPRI’s, a couple
of years earlier.78 (Table 14)

Focusing only on the narrower universe of the
digital desktop, the DOE’s Energy Information
Administration (EIA) periodically estimates that
about 1.4 percent of national electric demand comes
from PCs and ancillary hardware (e.g. printers, moni-
tors) sitting on desks in homes, and 2.6 percent from
machines in offices.  (These approximations depend
heavily on estimates about usage patterns – how
many hours a day our computers, monitors, printers,
and other desktop hardware are left running.)  In its
breakdown of residential consumption of electricity,
the EIA also notes cryptically that the other “(e)lec-
tronics, which include audio/video devices and PC
add-ons such as scanners and printers, are estimated
to account for 10 percent of all residential electricity
use,” or about 3 percent of total national electric use.  

Cooling and backup power requirements add
another, generally ignored, yet significant component
to these totals.  They add not only to the absolute
magnitude of demand associated with digital loads,

but frequently in the former case to yet another criti-
cal node.  Indeed, a number of computing facilities
within factories or offices have been forced to shut
down during power failures despite the successful
operation of a facility’s UPS and backup generators –
because the UPS and backup system was not
installed to operate the air conditioning system that
cooled the computing room.  Rapid over-heating lead
to the need for manual shut-down of the computing.

Several years ago, a British study was the first
to note the related anomaly in the commercial sector
– efficiency of conventional electric demand was ris-
ing rapidly (lighting, standard equipment, air condi-
tioning) – but overall commercial building electric
(and cooling) demand just didn’t fall (it rose).81 The
study authors attributed it to the rising direct demand
from digital equipment, including rising cooling
demand.  Recent data for Manhattan suggests a simi-
lar trend.  Compared to the booming ’90s, despite the
cooler economy and much higher office vacancies
(15 percent v. 5 percent), ConEd reports electric
growth now running 25 percent higher in the past
year or two – attributing demand to greater use of
digital hardware, and to the greater use of air condi-
tioning.82

Wireline and wireless communications infra-
structures, together with large data centers, account
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Growth in End-Use Demand 
Spending on new hardware is heavily biased towards electricity-consuming
and in particular highly power-sensitive and often “critical” digital equipment.

Figure 13. 
Capital Spending on Hardware
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Table 14.  Digital Electricity Demand 80

Networks ~1 - 2
Wired ~0.2 - 0.5
Wireless ~0.2 - 0.6 
Data centers ~0.2 - 0.4

Factories ~2 - 6
Chip fabs ~0.5
All other digital manufacturing  ~2 - 6

Desktops ~6
In offices ~2.6
UPS systems >0.5
In homes ~1.4

Cooling all of the above ~1.5  

TOTAL 9 - 14  

Source
Percent of 

U.S. Electricity 



for another 1–2 percent of total demand.  The fastest-
growth sector of demand in the EIA commercial
building statistics, for example, is a miscellaneous
grab-bag category called “other” loads that
“(i)ncludes miscellaneous uses, such as service sta-
tion pumps, automated teller machines, telecommuni-
cations equipment, and medical equipment” – this
category now accounts for a remarkable 36 percent
of all commercial building electric use (12 percent of
national demand).  The EIA doesn’t parse these num-
bers further, but given the extensive list of equipment
that is explicitly counted outside of “other,” it seems
likely that “telecommunications equipment” is a very
important component here.

Finally, the manufacturing of digital equipment
accounts for another 2 to 6 percent of total electric
demand.  In 1998, the U.S. Environmental Protection
Agency (EPA) had estimated the nation’s fabs
(microprocessor fabrication factories) accounted for
almost 0.5 percent of national electricity consump-
tion.  That number has surely grown since then.  The
100 big semiconductor fabs in the United States
operate at typical 10 to 20 MW loads per fab, with
$1 million/month electric bills.  And the manufactur-
ing of information technology extends far beyond the
fabs – in fact the fabs almost certainly rank last and
least in the digital manufacturing sector’s demand for
power.

The macroeconomic statistics lend support to
these estimates.  The U.S. Department of Commerce
estimates that the information portion of the econo-
my accounts for at least 8 percent of the GDP.83 The
Federal Reserve estimates that information technolo-
gy accounts for 20 to 60 percent of GDP growth.84

And as a general rule, every 1 percent point of GDP
growth drives a 0.7 to 1 percent point of kWh growth
according to the EIA.85 Thus, at the macroeconomic
level, information technology – if it uses its propor-
tionate share of energy – would appear to account for
at least 8 percent of all energy use, and a dispropor-
tionately higher share of electric use. 

It is impossible to estimate with any precision
how much economic leverage to attribute to these
all-digital loads.  What is intuitively clear, however,
is that securing power supplies to digital loads gener-
ally is a high priority, because so much else cannot
continue to function when the microprocessors and
digital communications systems shut down. 

Hard Power

The public grid’s inherent vulnerabilities have
been noted before.  Its architecture – one of relatively
small numbers of huge power plants linked to mil-
lions of locations by hundreds of thousands of miles
of exposed wires – has been frequently criticized,
though generally by those who do not understand
either the technology or the economics of power pro-
duction.  What is equally clear, however, is that the
public grid’s architecture is exceptionally efficient.
Power plants are thermal machines, and in the ther-
mal world, bigger is almost always much more effi-
cient than smaller.  Today’s 180 MW frame turbines
now attain almost 60 percent thermal efficiency; a 30
kW microturbine attains 26 percent.  Utilities running
huge turbines produce 3¢/kWh electrons; in the best
of circumstances, microturbines can perhaps generate
15¢/kWh power.  Even as oil prices have gyrated, the
average retail price of utility-generated power has
fallen 10 percent since 1990, and wholesale prices
are in virtual free-fall.  This means that most of the
demand will inevitably continue to be satisfied by
grid power. 

But even before 9/11, it had become clear that
the digital economy requires much more than the
grid alone can deliver.  Utilities have traditionally
defined an “outage” to be an interruption of 5 min-
utes or more.  But the Information Technology
Industry Council (ITIC) in the guideline known as
the “ITIC curve” defines a power “failure” as any
voltage that falls below 70 percent of nominal for
more than 0.02 seconds, or below 80 percent of nom-
inal for more than 0.5 seconds.  Additional parame-
ters address voltages below 90 percent of nominal for
more than 10 seconds, and over-voltage conditions
that can (all too easily) fry sensitive electronics.  The
“brownout” – a grid-wide reduction in voltage – is
the utility’s first response to generating capacity
shortages.  But a brownout that merely dims bulbs
can shut down digital equipment. 

The challenge and the opportunity for both pub-
lic and private planners are to address the new criti-
cal-power challenges in ways that solve both prob-
lems.  Mounting threats from the outside give
increasing reason to question the grid’s reliability in
any event.  At the same time, every significant node
in the digital economy defines a point of rising
demand for power that is exceptionally clean, reli-
able, and sustainable – far more so than the grid can
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ever deliver, even in the absence of any threat of
deliberate attack.  In a recent survey, security direc-
tors at leading U.S. businesses ranked the threat of
terrorism among their top five concerns, but few
expected to see any increase in their budgets in the
next few years.86 The typical view is that security
issues “won’t generate revenue, they’ll consume cap-
ital.”  The pressure to reduce costs exceeds the pres-
sure to improve security. 

With power, however, these two objectives can
often be complementary.  For many in the digital
economy, grid power is inadequate in any event; this
is why there has been so much investment already in
backup generators, uninterruptible power supplies,
and backup batteries.  The challenge going forward is
to extend investment in power quality and reliability
– which many businesses need and are undertaking
in any event – to assure continuity of operation in the
event of larger and longer interruptions in grid-sup-
plied power.

RESILIENT POWER

Airports have their individual towers, but the
flow of commercial aircraft at altitude is controlled
by “National Airspace System” (NAS) facilities –
about two dozen regional control centers, together
with another 19 air-traffic-control hubs co-located in
airport control towers at the nation’s busiest airports.
For obvious reasons, all are deemed “critical.”  And a
typical control tower requires about 200 kW of
power to stay lit; the major centers need about 500
kW.  

The Federal Aviation Administration (FAA) has
long recognized that it “cannot rely solely on com-
mercial power sources to support NAS facilities.  In
recent years, the number and duration of commercial
power outages have increased steadily, and the trend
is expected to continue into the future.”87 The FAA
has thus deployed extensive critical-power backup
facilities – in the aggregate, some 9,000 batteries,
3,000 generators, and 600 UPS systems.  The Agency
has deployed some 2,000 kW of diesel generators,
for example, in double-redundant architectures.  

In a year-2000 report,88 the Agency nevertheless
recognized that the extensive backup facilities it does

have are seriously insufficient and out of date; a
major upgrade is now underway.  All of its principal
power systems are being equipped with high-resolu-
tion sensors, linked via Ethernet networks.  A follow-
up report in February 2003 reviews the capital
investments still required, and stresses that further
up-grades are urgently needed.89 The Agency esti-
mates that it would require approximately $100 mil-
lion annually to replenish the entire inventory of its
backup power systems every 15-20 years.

Tiers of Power

As noted above, the electrical grid is a multi-
tiered structure.  (See Figure 4) Architecturally simi-
lar arrays of generators, wires, switches, and trans-
formers appear within each of the grid’s principal
tiers.  The generation and transmission tiers at the top
have stadium-sized, gigawatt-scale power plants and
commensurately high-voltage wires, building-sized
transformers, truck-sized capacitors, and arrays of
mechanical and electromechanical relays and switch-
es.  (Figure 14)  The distribution tiers in the middle
have tennis-court-sized, megawatt-scale substations,
van-sized transformers, and barrel-sized transformers
mounted ubiquitously on poles and in underground
vaults.  (Figure 15)  The bottom tiers transform, con-
dition, and distribute power within factories, com-
mercial buildings, and homes, via power-distribution
units, lower-voltage on-premise grids, and dispersed
switches, batteries, and backup systems further
downstream.  (Figure 16)

In the most primitive architecture, the grid is just
power plant and wires, no more.  Power is generated
at the top tier, consumed at the bottom, and transport-
ed from end to end by a passive, unswitched, trunk-
and-branch network.  This was the structure of the
very first grid, from Edison’s Pearl Street station in
New York, in 1882.  The higher up things fail, the
more widely the failure is felt.

The modern grid is, of course, much more
robust.  Many different power plants operate in tan-
dem to maintain power flows over regions spanning
thousands of miles.  In principal, segments of the
grid can be cut off when transformers fail or lines go
down, so that failures can be isolated before they
propagate to disrupt power supplies over much larger
regions.  (The effectiveness depends on the level of
spending on the public grid, which has been in
decline for years.)  Identical strategies of isolation
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and redundancy are used on private premises, to
make the supplies of power to critical loads much
more reliable than the grid alone can be counted on
to deliver.

Switches control the flow of power throughout
the grid, from power plant down to the final load.
“Interties” between high-voltage transmission lines in
the top tiers allow even the very largest plants to sup-
plement and backup each other.  Distributed genera-

tion facilities located in the middle tiers can power
smaller segments of the grid, and keep them lit even
when power is interrupted in the highest tiers.  When
power stops flowing through the bottom tiers of the
public grid, critical-power circuits on private premis-
es are isolated and private, on-premises generators
kick in. (Figure 17)

The first essential step in restoring power after a
major outage is to isolate faults and carve up the grid
into smaller, autonomous islands.  From the perspec-
tive of the most critical loads, the restoration of
power begins at the bottom, with on-site power
instantly cutting in to maintain the functionality of
command and control systems that are essential in
coordinating the step-by-step restoration of the larger
whole.   

Adding Logic to the Grid: The Static
Transfer Switch

The switches that perform these functions must
operate very fast.  As discussed earlier, a “blackout”
for digital equipment is any power interruption that
lasts more than a few tens of milliseconds.  Such
speeds are beyond the capabilities of an electro-
mechanical switch, however.  (Figure 18)  The most
critical switching function must therefore be per-
formed by a high-speed, solid-state device – a “digi-
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Figure 17. 
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tal” switch that can open and close circuits fast
enough to maintain the flow of smooth, seamless
power to digital loads.  This device – the “static
transfer switch” (STS) thus plays an essential role in
mediating between alternative sources of power.  It
opens and closes power circuits faster than sensitive
loads can discern, and faster than
destructive harmonics can propa-
gate, providing local isolation,
selectively, and on command.  

An STS is typically built
around a silicon controlled rectifi-
er (SCR) – a fat, six-inch, 1,500-
micron-thick silicon wafer, that
does for power what a Pentium
does for logic; the device is called
“static,” ironically, because it has
no moving mechanical parts, and
can thus open and close extremely
fast.  High-power silicon-based
transfer switches were introduced
in 1971, but the first such device
with fully integrated microproces-
sor controls did not become avail-
able until 1994.  (Figure 19)

An STS monitors the availability and quality of
power from two (or more) independent sources of
power, and instantly flips to a secondary feed upon
detecting a sag or similar problem in the primary.
The STS thus contains high-speed sensing and logic

that allows switching behavior to be tailored, in real-
time, to meet the different optimum opening and
closing of a circuit (a major factor in preventing
upstream and downstream problems).   Finally, an
STS will typically incorporate redundant design fea-
tures to ensure high, intrinsic reliability, and sensors

to monitor conditions both
inside the switch itself, and in
the surrounding environment.
An internal clock and on-board
memory will log power events,
and a communications channel
(typically fiber-optic) provides
links between the logic and the
electronics that drive the switch,
as well as with UPSs and off-
site control systems.

Rack-mounted units can
handle up to several kilowatts,
while much larger car- and
truck-sized devices route major
power feeds running as high as
35 MW, and at 15, 25, and 35
kilovolts (kV).  These devices
can be configured for stand-

alone operation.  They may switch as needed
between two or more primary ‘hot’ power sources –
two different grid feeds and a generator for example.
Or they may stand alongside (or be integrated into)
UPSs to coordinate power hand-offs among redun-
dant UPS arrays when one unit fails, or to enable
“hot swap” maintenance.  Rack mounted solid-state
switches can perform similar functions directly
upstream of end-use devices – servers or telecommu-
nications switches, for example – to select automati-
cally among redundant power feeds so that the fail-
ure of any one feed is always invisible to the final
load.  And at ultra-high power levels – up to 100
MW – enormous arrays of solid-state switches are
now being used to interconnect and isolate high-
power transmission lines at about 50 grid-level inter-
connection points worldwide. 

Coupled with large capacitors and power-condi-
tioning high-power electronics, complex arrays of
solid-state switches become a UPS.  When grid
power sags or fails altogether, they draw power from
alternative sources; they likewise filter out surges
and spikes in grid power that may be created by (to
pick just one example) lightning strikes on transmis-
sion lines. 
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Figure 18.
Adding Fast Switches
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Generation and Transmission

Much of the critical-infrastructure literature
refers to the grid as a single structure, and thus
implicitly treats it as “critical” from end to end.  But
as discussed earlier, utilities themselves necessarily
prioritize and rank the customers and loads they are
expected to serve.  Large power plants and high-volt-
age underground cables that serve densely populated
urban areas obviously require more protection before
they fail, and more urgent attention after, than small
plants and rural distribution lines.  In defining priori-
ties and deploying new facilities, collaboration
between utilities and critical-power customers is
becoming increasingly important.  Most notably,
power is critical for the continued provision of other
critical services – those provided by E911, air traffic
control, wireline and wireless carriers, emergency
response crews, and hospitals, among others. 

The hardening of the grid begins at the top tier,
in the generation and transmission facilities.  (Figure
20) Much of modern grid’s resilience is attributable
to the simple fact that interties knit local or regional
grids into a highly interconnected whole, so that any
individual end user may receive power from many
independent power plants, often located hundreds (or
even thousands) of miles apart.  Promoting develop-
ment of this resilient architecture is the primary mis-
sion of NERC.

Thus, for example, New York’s Marcy substation
was upgraded in 2002 with high-power silicon
switches that boosted the capacity of existing trans-
mission wires by 200 MW.90 California is now
studying the feasibility of adding additional local
interties to a major line that already runs from
Oregon through Nevada.  And after a ten-year wait

for multi-state approvals, American Electric Power
recently received permission to build a new 765 kV
line linking a power-rich site in West Virginia to the
power-hungry Virginia loop.  

Initiatives like these were being pushed long
before 9/11, because rising demand and increasingly
strained supply were causing alarming increases in
transmission congestion “events.”  (Figure 21) New
interties provided an effective way to boost overall
reliability and create capacity margins without build-
ing new plants; new interties also facilitated the
wholesale trading that regulators had authorized in
the 1990s.  So long as there is sufficient margin in
the generating capacity and redundancy in wires, and
sufficiently fast and accurate control of key switches
that route power and isolate faults, the failure of any
one power plant or line in the top tiers of the grid
should never be discerned by end users at the bottom.

After 9/11, NERC expanded their recently creat-
ed Critical Infrastructure Protection Advisory Group
(CIPAG) to bring together the various public utilities
responsible for securing the 680,000 miles of long-
haul, high-voltage wires and the 7,000 transmission-
level substations.91 Among other initiatives, CIPAG
has formed a working group to inventory and devel-
op a database of “critical spare equipment.”  The
high-voltage transmission system uses high-power
hardware – massive substation transformers, for
example – that is often custom-built.  Spares, if they
exist at all, are rarely close at hand.  Much can thus
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Figure 21. 
Electric Grid Congestion
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be done to assure overall continuity of operation
through the intelligent sharing of stand-by assets.

Complementary discussions are addressing the
possibility of creating a critical-equipment warehous-
ing system, with spares warehoused at geographically
dispersed locations, and the costs shared by the many
potential beneficiaries of such planning.  This solu-
tion has already been implemented for power line
(“telephone”) poles.  As discussed further below –
fleets of generators-on-wheels are now evolving as
well. 

Distribution and Distributed
Generation

Very large end users rely on similar intertie
strategies one tier lower down in the grid to help
secure their specific critical-power needs.  At AOL’s
campus in Prince William
County, Virginia, for exam-
ple, a dedicated substation
takes two separate 115 kV
feeds from the grid.  AOL
also deploys backup genera-
tors of its own, but when
critical-power loads are
located in urban areas where
on-site generation is infeasi-
ble, redundant connections
to separate, electrically inde-
pendent points on the grid
are often the only practical
approach for improving reliability.  (Figure 22)

In such configurations, the key “switch” control-
ling the dual feeds will often be a dedicated utility
substation located on the doorstep of a factory, office

park, or data center.  The two separate high-voltage
feeds to AOL’s campus, for example, lead to a dedi-
cated substation that steps the voltage down to 24 kV
through redundant transformers, and feeds the power
to two 25 kV sets of switchgear.  By deploying addi-
tional substations in close collaboration with major
critical-load customers, utilities shrink the footprint –
i.e. reduce the number of customers affected – by
failures that occur elsewhere.  And more substations
create more points at which to interconnect inde-
pendent parts of the grid, so that distant transmission
lines and power plants effectively back each other
up.

Substations can also serve as sites for utility
deployment of distributed generation.  With the addi-
tion of its own generating capacity, the substation is
“sub” no longer – it becomes a full-fledged “mini-
station.”  (Figure 23)  Opportunities for deploying
new generating capacity at this level of the grid –

either permanently or when
emergencies arise – are
expanding as large electro-
mechanical switches and
related components are being
replaced by new solid-state
technologies (described in
more detail below) that have
much smaller footprints.

Utility-scale “generators
on wheels” – either diesels or
gas turbines – offer an impor-
tant option for deployment in

emergencies.  Some substations already play host to
small parking lots worth of tractor-trailers, each car-
rying 1 to 5 MW of generators powered by Cummins
or Caterpillar diesel engines.  (Figure 24) Cummins’
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Kawasaki turbines, GE’s Energy Rentals division,
and Caterpillar’s Solar Turbine division offer mobile
generating capacity in larger (10 to 25 MW) incre-
ments, powered by aeroderivative combined-cycle
gas turbines, typically housed in a group of three or
four trailers.  Even larger turbines are being mounted
on barges, for quick deployment at substations locat-
ed near navigable waters and with suitable gas lines
close at hand.  Some 74 turbines, with 2,000 MW of
capacity, already float on power barges around
Manhattan.

For the longer term, the DOE and many utilities
are examining other possible sources of substation-
level generation and storage.  Large fuel cells present
a potentially attractive alternative to gas turbines
because they operate silently and with very low
emissions.92 Utilities have even tested megawatt-
scale arrays of batteries for load-leveling and backup.
In one trial a decade ago, Southern California Edison
and other utilities assembled 8,256 telecom-type
lead-acid batteries in a massive 10 MW array, fifty
miles outside of Los Angeles; the idea was to store
grid power during off-peak hours of demand, and
feed it back into the grid as needed.  TVA is sched-
uled to bring on line this year a massive 12 MW
flowing battery-type system called Regenesys (the
electrochemistry is based on sodium bromide and
sodium polysulphide); it can store 200 MW hours of
energy in its 170,000 square-foot footprint.93 As dis-
cussed further below, many of these studies (includ-
ing two outstanding DOE reports published in 1999
and 2002)94 have focused either on environmental
objectives, or on smoothing out demand to lower
prices by making more efficient use of the grid and
other utility resources.  

By such means, much can be (and is being) done
to lower the likelihood of a loss of grid power need-
ed by the most critical loads.  As discussed further
below, closer collaboration between utilities and their
largest customers is now needed to advance such ini-
tiatives in the distribution tiers of the grid.
Nevertheless, as discussed above, the grid is inher-
ently frail, and there is only so much that feasibly
can be done to make it less so.  Mushrooming arrays
of computer and telecom equipment in switching and
data centers increasingly strain the utility’s ability to
provide sufficient quantities of power even when
plants and the grid are all functioning normally.
Guaranteeing supplies of critical power at locations
like these ultimately means adding on-site generating

capacity and storage to back up whatever is being
done to improve reliability higher in the grid.

On-Site Power

On-site power begins with on-site supplies of
stored electrical, mechanical, or chemical energy.
Engines, generators, and suitable arrays of power
electronics are then required to generate power and
condition it into suitable form.  (Figure 25)

As noted, the boundaries between grid and on-
site power are beginning to blur.  Utilities build dedi-
cated substations on the doorsteps of large customers,
and may deploy distributed generation facilities at
grid-level substations that serve the most critical
loads.  And while private contractors do most of the
planning and installation of the facilities discussed
below, utilities themselves are now actively involved
in deploying on-site power to help guarantee what
the grid alone cannot.  According to recent surveys,
almost 40 percent of utilities are now offering back-
up-power systems to commercial and industrial cus-
tomers; most of the rest plan to begin offering such
product/service contracts within the next few years,
in collaboration with genset, microturbine, and fuel-
cell manufacturers.95

A large technical literature already addresses the
elements of on-site power systems.  The IEEE’s
Recommended Practice for Emergency and Standby
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Power Systems for Industrial and Commercial
Applications provides comprehensive technical and
engineering evaluations of, and guidelines for, engi-
neering, reliability, and operational aspects of on-site
power systems.  The National Fire Protection
Association’s (NFPA) Standard for Emergency and
Standby Power Systems provides a comprehensive
technical analysis of on-site power alternatives.96

The first edition of the Standard emerged after the
NFPA convened a Technical Committee on
Emergency Power Supplies in 1976, to address “the
demand for viable guidelines for the assembly, instal-
lation, and performance of electrical power systems
to supply critical and essential needs during outages
of the primary power source.”  The 2002 edition
details hardware choices for batteries, generators,
fuel tanks, cable connectors, switches, fuses, con-
trols, mechanical layouts, maintenance, testing, and
virtually all other aspects of hardware options, instal-
lation requirements, and operational capabilities. 

Some part of the growth in demand for on-site
power can be attributed to lack of adequate transmis-
sion-and-distribution capacity.  With suitable engi-
neering of the public-private interfaces, private gen-
erators not only reduce demand for power, they can
also feed power back into the public grid.  Some
additional part of the rising demand for on-site power
is attributable to growing interest in “alternative
fuels” (such as fuel cells and photovoltaics) and co-
generation.  Certainly there has been a long-standing

recognition of the role of on-site power for emergen-
cies (caused, for example, by natural disasters) as is
implicit in the NFPA document noted above.  But in
the aftermath of 9/11, the principal imperative for
deploying on-site power is to assure continuity of
critical operations and services.

Stored Energy

Energy can be stored electrically (in capacitors,
for example), electro-chemically (batteries), mechan-
ically (flywheels) and chemically (diesel fuel).  By
and large, however, these storage technologies fall
into two groups that perform distinct functions.
(Figure 26)  Batteries, flywheels, and ultra-capacitors
are mainly “ride-through” technologies.  They store
quite limited amounts of energy, but can provide
power quickly, to cover sags and outages that run
from milliseconds to minutes or (at the outside)
hours.  Liquid fuels, by contrast, store large amounts
of energy – enough to run backup generators for
much longer periods.  Diesel fuel and backup genera-
tors can thus provide what ride-through technologies
cannot – critical-power “continuity” when grid power
fails for many hours, days or longer. 

Batteries
Rechargeable batteries remain the overwhelming-

ly dominant second-source of power.  Batteries are
widely used to provide ride-through power for the
most common grid interruptions and outages, which
is to say, the relatively short ones.

Portable devices rely on the exotic, expensive
and often unstable battery chemistries of lithium,
cadmium, nickel, silver, and zinc.  These materials
offer very high power densities – so the batteries are
commensurately compact and light – but they are
very expensive.  They store far more energy per
pound, but far less per dollar.  Lead and acid are
comparatively heavy and cumbersome, but they are
also affordable, and no other battery chemistry has
yet come close to beating them for all around utility.
(Figure 27)

“Flooded” lead-acid cells store about 20 percent
more power than other lead-acid designs, but they
vent hydrogen and oxygen (an explosive mixture),
and have to be watered periodically, either manually
or (increasingly) by way of automated systems.
Absorbed-glass-mat and gel-based batteries run
sealed – they recombine the electrolytic gases within
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Figure 26. 
Generating and Storing Electricity
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the battery, rather than vent them.  These low-mainte-
nance units can go pretty much anywhere safely – in
enclosed cabinets, office environments, and base-
ments.  (Figure 28) 

Battery manufacturers continue to pursue new
chemistries.  The high-temperature sodium-sulfur
battery is a candidate to fill the niche between lead-
acid and expensive lithium for high-energy storage.
In late 2002, American
Electric Power
deployed the first U.S.
commercial installa-
tion; a 100 kW system
with two massive bat-
teries able to provide
seven hours of run time
in about one-third the
floor space of a lead-
acid array.97 But nei-
ther sodium-sulfur nor
the sodium-bromide
batteries noted earlier,
are yet close to match-
ing the venerable lead-
acid technology’s eco-
nomical performance
or the high reliability
that comes with a huge market and a long history of
operation.

Flywheels
For the most part, flywheels are even more limit-

ed than batteries in their practical ability to address
the energy deficits created by any extended grid out-
age.  They can and do substitute for batteries, howev-
er, to ride-through the short gap between the time
when grid power fails and backup generators get up
to speed.  One of the commercial flywheel-based
ride-through power units on the market today con-
sists of two 600-pound steel flywheels, stacked verti-
cally, and spinning silently in a vacuum at 7,700
rpm; the wheels are connected to integrated
motor/generators on a single shaft, with an array of
electronics beyond the generator that converts the
highly variable power generated by the spinning fly-
wheel to the steady AC or DC outputs required by
the loads.98 Such designs can produce as much as
250 kW of power for 15 seconds, or 1 kWh of total
energy.  

Another emerging configuration uses a blend of
static (battery) and active (flywheel) backup systems,
with the flywheel used to handle the shortest and
most frequent power dips (which range from mil-
liseconds to fractions of a minute), with the batteries
taking over for somewhat longer outages.  In this
configuration, the flywheel’s main function is to
extend the life-span of the batteries, which are sub-
stantially degraded when they are required to respond
repeatedly to short-term dips in grid power.

Ultracapacitors
Ultracapacitors are

increasingly being used
to perform a similar
function – to ride-
through the gap between
the failure of grid power
and the start-up of a
backup generator.  The
ultracapacitor’s energy
storage and performance
characteristics are very
similar to a flywheel’s,
but these devices contain
no moving parts.
Through advanced thin-
film technologies, micro-

material engineering, and automated production
lines, a handful of manufacturers now make one-
pound, soda-can-sized capacitors that deliver 2,500
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Figure 27. 
Cost to Store Grid Power

Source: “Metal Fuel Cells,” IEEE Spectrum (June 2001); “Portable Power,” Buchmann,
Cadex Electronics (2000); “Exoskeletons for Human Performance Augmentation,”
DARPA Workshop (1999), Defense Sciences Office; Electricity Storage Association.
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Farads of capacitance (thousands of times more than
conventional capacitor technology), and both price
and size continue to fall steadily.  Arrays of such
capacitors are used, for example, to provide ride-
through power in 10 kW computer servers.  Once
again, ultracapacitors don’t eliminate batteries in
most applications, but they can greatly improve bat-
tery functionality and expand battery markets overall.  

Diesel Fuel 
With or without the assistance of complementary

flywheels and ultracapacitors, batteries store far less
energy per unit of volume or weight than liquid
hydrocarbon fuels.  The battery banks in telecom
central offices, which typically provide the office
with a reserve time of four to eight hours, push the
outer limits of battery backup.  Cell tower base sta-
tions were originally designed around four-hour bat-
tery backup systems, but loads have risen to the point
where few towers can run longer
than an hour when grid power
fails, and an hour of run time is
achieved only if the batteries
have been well-maintained.
With rare exceptions, few facili-
ties can economically rely on
battery power for even that long;
batteries are too bulky and too
expensive to provide power for
the even longer grid outages that

must now be contemplated in critical-infrastructure
planning.  (Figure 29)

Generators powered by liquid fuels will therefore
play the key role in maintaining continuity through
major grid outages.  They can do so because liquid
fuels store huge amounts of energy in very small vol-
umes, because these fuels power the transportation
sector for just that reason, and because the United
States therefore has in place a huge, distributed infra-
structure of trucks and tanks that transport and store
primary fuel in quantities sufficient to keep key elec-
trical loads lit for weeks or more.  The far-flung,
highly distributed infrastructure of diesel storage
tanks is effectively invulnerable to the kinds of cata-
strophic failures that could incapacitate major power
lines or gas pipelines.

Most backup diesel generators burn distillate fuel
oil, the same fuel used for heating, and for aircraft.
Trucks account for about half of U.S. distillate fuel
consumption, and distillate fuel storage tanks are
therefore already dispersed wherever trucks travel.
Nearly 200,000 filling stations, for example, have
underground storage tanks and many store diesel fuel
specifically.  Aviation accounts for another one-third
of U.S. consumption; some 18,000 small (and large)
airports thus provide a second major tier of dispersed
storage.  In addition, some 400,000 commercial
buildings and eight million homes have storage tanks
for their heating oil.  And the United States has some
9,000 regional oil distribution centers.99 Many diesel
generators are also configured for dual-fuel opera-
tion, and can thus also burn natural gas or propane,
and stores of these fuels are extensive and dispersed,
as well.

A standard 275-gallon residential heating oil
tank, for example, contains enough energy to gener-
ate 4,000 kWh, or some 40 times as much as a com-
parable volume of lead-acid batteries.  And fuel tanks
can be refilled by truck.  If (say) 10 percent of the
nation’s electric loads are viewed as “critical,” then
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Figure 29.
Storing On-Site Electrical Energy
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Table 16. On-Site Power Sources
Type Power Cost Efficiency Emissions Fuel

(kW) ($/kW) (%) (lb NOx/1000
kWh)

Reciprocating 10-10,000 300-800 25-50 17/6 Oil/gas
Engine
Aeroderivative 10,000-60,000 500-1,700 30-60 1 Gas
Turbine

Microturbine 20-100 900-1,800 25-30 0.3-0.5 Gas

Fuel cell 10-250 5,000-10,000 50 0.02 H (gas)

Source: "Using Distributed Energy Resources," www.eren.doe.gov/femp/



one week’s supply of our national fuel oil consump-
tion would provide roughly one month of critical
power.

Backup Generators

Backup diesel generators located in basements
and parking lots, and on rooftops, now account for
some 80,000 MW of backup generating capacity
deployed near critical loads across the United States.
There are, by contrast, only about 100 MW of natural
gas-powered microturbines and 25 MW of fuel cells
(100 units) installed.  Diesel gensets are available in
a wide range of sizes; on balance, they are cheap,
readily available, and reliable, and modern designs
run remarkably efficiently and cleanly.  (Table 15)
While all of these technologies are improving year
by year, the marketplace has made clear that the
diesel genset remains, by a
wide margin, the most prac-
tical and affordable alterna-
tive for most backup applica-
tions.

Diesel Gensets 
To provide critical power

for longer periods, the back-
up system of choice is the
stand-by diesel generator.
Sized from 10s to 1,000s of
kilowatts, diesel gensets can
provide days (or more) of
backup run time – the limits
are determined by how much fuel is stored on-site,
and whether or not supplies can be replenished dur-
ing an extended outage.  (Figure 30)  

Diesel generators are strongly favored over other
options because they strike the most attractive bal-
ance between cost, size, safety, emissions, and over-
all reliability.  Large power plants generate much
cheaper power with coal and nuclear fuel, but only
because they are very large, and are generally built
where land is cheap, far from where most of the
power they generate is consumed.  They therefore
depend on a far-flung grid to distribute their power –
and the grid is exposed, and therefore vulnerable.
Large gas turbines are attractive alternatives that are
already widely used by utilities, but they come in 15
to 150 MW sizes – far too big for all but a tiny frac-
tion of critical loads that require on-site power.  And

they are no more reliable than the gas pipelines that
deliver their fuel.  

For these reasons, diesel gensets under 3 MW
have emerged to define a huge installed base of gen-
erating capacity.  (See Figure 6) Thus the FAA as
earlier noted, for example, relies on nearly 3,000
diesel generators to ensure back up power for its air
traffic control centers, and tens of thousands of other
diesel gensets are used to backup airport towers, hos-
pitals, military bases, data centers, and other critical-
power nodes.  If both of the two primary grid feeds
fail at AOL’s campus in Prince William County,
Virginia, the substation turns to power from a thir-
teen-unit string of 2 MW diesel generators, sitting on
five days of fuel oil.  Company-wide, AOL alone has
74 MW of backup generating capacity at its current
facilities, with 26 MW destined for facilities under
construction.  In response to serious problems created

by a power outage caused by
Tropical Storm Isidore in
2002, Jefferson Parish,
Louisiana (as just one example
of such actions) approved
installation of 17 diesel gener-
ators at its drainage pump sta-
tions.

As noted above, power
plants-on-wheels are of
increasing interest to critical-
power planners, because they
offer the economies of sharing
in much the same manner as
fire engines, rescue vehicles,

and the “critical spare equipment” program being
developed by utilities.  Companies like Cummins and
Caterpillar have built (still relatively modest) fleets
of 2-5 MW, trailer-mounted diesels, and these can be
used to generate private, on-site power, just as they
can be used by utilities for emergency generation at
the substation level of the grid.  In the aftermath of
power outages caused by floods and hurricanes, the
Army Corps’ 249th Engineer Battalion (Prime Power)
installs emergency trailer-mount generators at hospi-
tals and other critical sites.  Given the many obsta-
cles – both cost-related and regulatory – that impede
permanent deployment of backup generators, fleets
of strategically positioned mobile power units offer
the most practical assurance of power continuity for
many critical applications.  
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Figure 30.
Diesel Genset

Source: Cummins Power Generation



Microturbines
Refrigerator-sized, gas-fired, air-cooled, very-

low-emissions microturbines now come in sizes
ranging from 30 to 100 kW.  Capstone is the domi-
nant player in this power niche.  For tens of thou-
sands of small electric loads in urban areas, these gas
turbines represent an attractive alternative option for
on-premises power.  With very high power density
they are 2 to 5 times as compact as the only commer-
cial fuel cell being sold today.  And when running on
natural gas, just about as clean.  They are lighter and
quieter than diesel engines – that is why turbines are
used to power aircraft – and they can be configured
to run on either gas or diesel fuel.  With some excep-
tions, however, they are not yet price-competitive
with diesel gensets for most backup applications.

Fuel Cells
Fuel cells present another attractive, but even

longer-term alternative.  Their main virtue is that
they can run very clean and quiet, and can thus be
deployed directly on commercial premises.  Two 200
kW ONSI units, for example, situated on the fourth
floor of the Conde Nast Building, at 4 Times Square
in the heart of Manhattan, power a huge sign on the
building’s façade.  Other units under development by
the likes of Ballard and Plug Power span the 5 to 250
kW range.  Those under development by Siemens
Westinghouse Power, and Atek range from 25 kW to
25 MW.  FuelCell Energy and the United
Technologies’ ONSI build for the 200 kW to 2 MW
space.  But fuel cells remain, for the most part, a
novel, relatively unproven, and comparatively expen-
sive technology, and absent large on-premises gas
storage tanks, they cannot offer any more continuity
assurance than the gas lines that feed them.  They are
also quite a lot bulkier than diesels – a complete two-
module, 2 MW fuelcell set-up from FuelCell Inc.
occupies about 4,500 square feet; a 2 MW diesel set-
up, by comparison, requires only a 1,200 square feet
footprint.

Alternative Fuels and Technologies
Other generation technologies run on the much-

promoted “alternative” fuels – sun and wind, most
notably.  But for now, at least, these alternatives are
no more reliable than the fuels themselves, or the
backup batteries deployed alongside; they are also
uneconomical and – because they rely on such thin
fuels – require a large amount of space to generate

comparatively small amounts of power.  With 2,000
square feet set aside for on-site power, a diesel gen-
erator together with ancillary power conversion elec-
tronics and a buried fuel tank can provide a
megawatt of power for a week (i.e. 100 MWh of
total electrical energy).  On the same footprint, a
solar array with its essential backup batteries can
provide only 1/100th as much power, and at roughly
100 times the capital cost.

Over the long term (and discussed briefly
later), a more promising alternative to conventional
gensets will emerge with the maturation of hybrid-
electric trucks, buses, and cars, offering the possibili-
ty of linking the transportation sector’s mobile, and
highly distributed infrastructure of fuel tanks,
engines, and generators directly to residences, small
offices, and larger buildings.

“Uninterruptible Power”

Dual feeds to the grid, on-site batteries and gen-
erators, and the static transfer switches used to knit
them together are all deployed to ensure the uninter-
ruptible flow of power to critical loads.  But the defi-
nition of the word itself – “uninterruptible” –
depends a great deal on what kind of load is being
protected.  As discussed earlier, even a short loss of
power can trigger a much longer interruption of busi-
ness or manufacturing operations, because of the
time it takes to reboot computers and restart
machines.  The purpose of a UPS is to isolate critical
loads from even the momentary power interruptions
that occur when grid power fails and batteries, gener-
ators, or other alternatives kick in, and to provide
intelligent mediation between these alternative and
redundant sources of power. 

UPS typically refers to an AC device, used main-
ly to power computers; DC power plants perform a
similar function in the telecom world.  The power
plants come in modular units, up to about 100 kW
(DC), and 720 kW (AC).  They are deployed in scal-
able architectures, with multiple units to accommo-
date loads running as high as megawatts.  End users
have deployed some 20 GW of UPS capacity, which
represents an aggregate capital investment of over $4
billion.  (See Figure 5)

A UPS performs two basic, complementary func-
tions.  It conditions power continuously, smoothing
out the sags and spikes that are all too common on
the grid and other primary sources of power.  And by
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drawing on limited reserves of stored energy in large
capacitors and on-board batteries, the UPS provides
ride-through power, to cover for sags or complete
power failures typically for up to (but rarely longer
than) about 30 minutes.  The power conditioning is
performed by large arrays of digitally controlled
power electronics; for ride through, the UPS dynami-
cally selects and draws power from grid, batteries,
backup generators, and other available sources.
High-power applications may require multiple UPSs,
and ensuring proper electrical synchronization is then
a major technical challenge.  Architectures must be
designed to permit individual modules to be taken
off-line for maintenance without removing the load
from the conditioned power.  The UPS will also
monitor battery conditions and prevent destructive
power flows (harmonics) among these various
sources of power.  Efficiency, economy of operation,
and inherent reliability are essential.  Sophisticated
communications channels link the best UPSs to
downstream loads, upstream
power sources, and the static
transfer switches that perform
the higher-power switching
functions.

At the heart of the UPS is
its power conversion electron-
ics – the silicon-based hard-
ware that converts electricity
from one form to another.
Only in the past decade or so
have the core high-power elec-
tronics matured to the point
where they can provide cost-
effective, efficient, reliable,
digital-quality performance.
The key enablers were the
advent of high-performance
high-power power chips, on the one hand, and, on
the other, sophisticated, low-cost digital logic to pro-
vide intelligent control.  UPS efficiencies have risen
substantially – a significant factor in itself both in
terms of heat management, and cost of 24/7 opera-
tion.  And superior power chips and designs have
more than doubled the overall reliability of high-
power power-conversion electronics. 

In top-of-the-line devices, monitoring and soft-
ware systems now play as crucial a role as the hard-
ware.  The software ensures smooth selection of
power sources and load hand-offs.  It continuously

monitors and diagnoses the state of the grid, batter-
ies, and sources of power, together with the condition
of the UPS’s own internal electronics.  It provides
predictive analysis of downstream problems – e.g.
current leaks that foreshadow the imminent failure of
a capacitor or the insulation on a wire.  And it pro-
vides automated notification and alarms, e-mails,
paging, Web-based alerts, interfaces, and so forth.
(Figure 31)

Monitoring, Control, and Reliability-
Centered Maintenance

Monitoring and maintenance already play a key
role in maintaining power reliability, from the
gigawatt-scale tiers at the very top of the grid, down
to the UPS and individual loads at the very bottom.
Such systems play even more essential roles in the
stabilization of still-functioning resources, and the

rapid restoration of power to
critical loads after a major
failure of any significant part
of the grid.

Grid-Level Monitoring and
Control (SCADA)

At the grid level,
SCADA systems are used by
utilities and regional trans-
mission authorities to moni-
tor and manage power distri-
bution grids and substations.
A control center monitors a
utility’s generating plants,
transmission and subtrans-
mission systems, distribution
systems, and customer loads.
It oversees the automatic

control of equipment in the field, and dispatches
trucks as needed for manual intervention.
Communication with the field equipment typically
occurs over dedicated, utility-owned communications
networks – analog and digital microwave and radio
systems, and fiber-optic lines.  Remote terminal units
in the field collect data and communicate with con-
trol centers via these networks.  New substations and
equipment are beginning to incorporate “intelligent
electronic devices” that push some of the intelligence
and decision making into the field, closer to the
action. 
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Figure 31.
Uninterruptible Power Supply

Source: Powerware 



SCADA greatly improves reliability and provides
the essential control infrastructure for the orderly
restoration of power after a major outage in the high-
er tiers of the grid.  But the existence of the control
system itself creates new points of vulnerability.  The
SCADA sensors and control centers themselves have
to remain powered, and thus define new critical-
power nodes that need exceptionally robust and reli-
able backup power systems of their own.  And the
cyber-security of the SCADA computers and com-
munications channels has become a major concern in
its own right: The number of cyber attacks on the
utility SCADA system has been rising rapidly.
Sandia National Laboratories has been designated as
the federal entity in charge of studying, providing
solutions for and promoting SCADA security.100

Monitoring and Controlling On-
Site Power Networks

Grid feeds, static switches,
batteries, backup generators,
and UPSs likewise depend
increasingly on embedded sen-
sors and software to monitor
their state and coordinate their
operation with other compo-
nents of a power network.
Combined with GPS systems
and extremely precise clocks,
sophisticated analytical engines
can determine the location,
nature, and trajectory of fail-
ures at nearly every level, from
specific pieces of equipment on
up to the level of the building
and beyond.  In the past, many customers with criti-
cal power loads have been reluctant to let informa-
tion of this kind leave their premises.  But off-site
monitoring services bring economies of scale and
scope to these information-centered services, and
with the advent of highly secure communications
networks, use of such services is now growing rapid-
ly.  (Figure 32)

Power-management software is increasingly
being used as well, to provide overarching supervi-
sion and control.  At the very least, such products can
orchestrate the graceful shutdown of critical systems
when power outages extend beyond the limits that
on-site backup systems can handle.  More sophisti-
cated systems can direct the selective, sequential

shedding of on-site loads, so that the most critical
functions are the best protected.  Recently commer-
cialized solid-state circuit-breaker boxes, for exam-
ple, permit a highly granular and dynamic triage of
downstream loads, so that in the case of an extended
outage limited battery power can be reserved for the
most critical subsystems, with all others shut down –
bringing aerospace levels of power control to build-
ing systems. 

Extensive sensing and advance wired and wire-
less communications capabilities support the remote
monitoring that is essential for all larger power net-
works.  Such networks permit power-network man-
agers to remotely monitor and control a UPS and all
the equipment it protects.  On-site power-control net-
works can link the UPS to power adapters deployed
at critical loads, allowing the UPS to monitor key

loads and optimize the distri-
bution of power among them.
These same power-control net-
works can communicate with
the sensors and microproces-
sors embedded in static trans-
fer switches, to monitor
upstream sources of power,
synchronize alternative power
inputs, and react immediately
to fluctuations or interruptions
in supplies of power.  The
software can then control, sta-
bilize, and isolate problems in
real time. 

For now, however, the net-
works that monitor and control
on-site power operate entirely

apart from those that monitor and control the grid.
Given how heavily on-site power networks both
depend on, and can interact with, the public grid, a
key, long-term objective must be the integration of
public and private power-control networks.  We
return to this issue later.

Reliability-Centered Maintenance
One of the most refractory problems in the assur-

ance of critical power centers on whether or not
backup equipment will actually work when a crisis
hits.  Batteries, for example, are notoriously unreli-
able unless meticulously maintained, and a key func-
tion for power management software is to provide
both manual and user-defined battery tests for each
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Figure 32.
Power Management Software
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UPS on the network.  To address similar problems,
the aviation industry relies heavily on “reliability
centered maintenance” (RCM) to reduce the risks of
catastrophic in-flight failures.  RCM is, however, a
relatively new concept in the critical-power industry,
and it is very much more difficult to implement
effectively than one might suppose.  

Ironically, many reliability problems are created
by maintenance itself, when, for example, technicians
neglect to reconnect wires or flip switches after test-
ing systems to establish that they are still working
properly.  A building’s “power distribution unit”
(PDU), for example, is an array of wires, mechanical
clamps, switches, and circuit breakers that receive
electric power from one source and distribute it to
multiple loads.  One common preventative mainte-
nance policy centers on periodically measuring
power flows through circuit breakers.  To do so, a
technician must open the PDU and clamp a meter to
wires leading from the breakers.  But that activity
itself may unintentionally trip a breaker.  Other main-
tenance-created problems are more pernicious, and
will not be revealed until a major outage upstream
exposes the concealed vulnerabilities.

Some of the most useful critical-power invest-
ments thus center on seemingly rou-
tine upgrades that swap older hard-
ware with state-of-the-art replace-
ments, which have built-in digital
intelligence and monitoring capabili-
ties.  New PDU circuit breakers, for
example, integrate sensors on to each
wire, allowing the continuous,
remote monitoring of current flows
through each breaker.  Reliability-
centered maintenance can then be at
least partially automated, with the
human element removed to a dis-
tance, where it is much more likely
to add to reliability than to subtract
from it.

Changes as seemingly simple as
speeding up the performance of cir-
cuit breakers can greatly lower the
likelihood of serious continuity inter-
ruptions precipitated by the power-protection hard-
ware itself.  Standard burn-out fuses – rather than cir-
cuit breakers – are the last line of defense in all cir-
cuits; when all else fails, power surges must be kept
from destroying critical loads.  Fuses are used, how-

ever, because ordinary circuit breakers flip open rela-
tively slowly in many high-power emergency situa-
tions. And, the breaker in this case also creates an
"arc flash" producing damaging electrical noise.  A
standard fuse creates no such noise because it burns
out much faster - but the power then stays off until a
technician manually replaces it. Recently developed

fast-acting circuit breakers that
eliminate the arc-flash can replace
fuses in such applications, and can
be remotely reset when sensors
report the problem is clear.  (Figure
33)

Finally, sensor- and software-
driven predictive failure analysis is
now emerging, and will certainly
become an essential component of
next-generation RCM.  By continu-
ously monitoring the power wave-
forms, at every critical node in a
system, unique signatures of many
emerging problems can be recorded
before failures occur.  These algo-
rithms cannot, of course, predict
deliberate assaults on the network,
but by making on-premises grids

and backup systems much more robust, they can
greatly increase the likelihood that such assaults will
not in fact interrupt the delivery of power to critical
loads, and they can greatly improve the mean-time-
to-repair or recovery. 
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Table 16.  Typical power equipment failure rates*

Generator  170 450

Small transformer 6  300

Large transformer  15  1000

Motor  7 70

Motor starter  14  60

Battery charger  30 40

Switchgear  1  260

Circuit breaker  4 5

Disconnect switch  6 2

Cable joint 0.8 30

Cable termination  4  10

Equipment
Failure rate 

(per 1000 units)
Downtime per
failure (hours)

*representative examples
Source: “IEEE Recommended Practice for Emergency and Standby Power Systems for
Industrial and Commercial Applications” (1995)

Figure 33.
Intelligent Circuit Breaker

Source: SquareD



Resilient Design

There are definite limits to how much reliability
can be added by hardware alone, and when systems
are poorly designed, monitored, or maintained, more
hardware can in fact reduce reliability rather than
raise it.  One of the most important – and least appre-
ciated – challenges is to determine just how robust
and resilient a design really is.  It is far easier to
declare a power network “reliable” or “robust” than
to ascertain with confidence that it really is.

Standby diesel generators, for example, fail with
some regularity.  Some of the most pampered, care-
fully maintained backup diesel generators in the
world reside at nuclear power plants.  Yet about 1
percent of all nuclear-plant diesels fail to start when
required, and fully 15 percent of the units will fail if
run for 24 hours.101 The operators and regulators of
nuclear power plants are well aware of these limita-
tions, and most nuclear plants have three separate,
independent emergency power systems for just that
reason.  Because they are much less well maintained,
diesel generators at hospitals and many other sites
have failure rates 10 times higher.  The May 2000
FAA report (noted earlier) identified failure rates in
some of their diesel-generator-based systems at air
traffic control centers that approached the grid’s fail-
ure rates.  More importantly, the same study showed
a doubling in the past decade of the mean-time-to-
repair for standby power systems.102

“Common mode” failures present a second
refractory problem, particularly in the post-9/11 envi-
ronment.  For example, the high-voltage power lines
and gas pipelines both present very inviting targets
for terrorist attack; a simultaneous attack on both
could cripple grid power and gas-fired backup gener-
ators.  In the past, backup systems for commercial
premises were often engineered to protect against
common-mode failures caused by ordinary equip-
ment failures, and by weather, but rarely engineered
to protect against sabotage – and particularly not sab-
otage of the public infrastructure.  A bank or data
center might thus engineer a dual-feed to two inde-
pendent high-voltage transmission lines – but would
not plan for the further possibility that a deliberate
attack might target both lines simultaneously.  In the
post-9/11 environment, the risk of more serious
forms of common-mode failure must be taken more
seriously. 

Common-mode failures point to the more general

challenge of analyzing risks of failures in complex,
highly interdependent systems.  The aviation and
nuclear industries have spent many decades develop-
ing systematic, quantitative tools for analyzing the
overall resilience of alternative architectures, and
continuously improving the best ones.  As those
industries have learned, complex, probabilistic risk
analysis is required for a rigorous assessment of reli-
ability and availability.  But these analytical tools are
still relatively new and widely underused in the
analysis of power supplies.  

Used systematically, they require power engi-
neers, statisticians, and auditors to physically inspect
premises, analyze multiple failure scenarios, and
draw on statistical databases to predict likely failure
rates of the hardware, the human aspects of operation
and maintenance, and external hazards.  They must
systematically take into account the key (though fre-
quently overlooked) distinction between the reliabili-
ty of the power itself, and the availability of the sys-
tems it powers.  They must use as their basic inputs
the mean-time-to-failure of individual subsystems
and components, along with estimates of the risks of
entirely human failures, which are often the most dif-
ficult to quantify.  They must then build elaborate
models for how components may interact to aggra-
vate or abate problems.  

They must then take fully into account not only
the failure, but also the mean-time-to-repair.  As dis-
cussed earlier, a 1-second power failure can entail a
10-minute reboot of a computer, or a week-long
restart of a chip-fab; the availability of what really
matters is then far lower than the nominal availability
of the power behind it.  The most common metric of
reliability measures the probability of failure, ignor-
ing the length of the ensuing down time entirely.
(Table 16)  Availability metrics are far more difficult
to ascertain, but they are much more useful, in that
they attempt to include the time it takes to effect
repairs and restart systems once a process is inter-
rupted by a power failure.

With this said, both the analytical tools and
the technologies required to engineer remarkably
resilient, cost-effective power networks are now
available.  The challenge going forward is to
promote their intelligent use where they are
needed.  
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PRIVATE INVESTMENT
AND THE PUBLIC
INTEREST 

Private-sector spending on homeland security is
forecast in the range of $46 - 76 billion for fiscal
year 2003.103 But it is difficult to promote private
investment in public security.  Surveys of corporate
security executives conducted since 9/11 have report-
ed only modest increases in such spending in the first
year after the attack.104 Spending on security is wide-
ly viewed as pure expense.105 New capital investment
in electronic screening systems for detecting
weapons or explosives in people or packages may be
essential, but it neither generates revenue nor
improves operational efficiency.  

Power is different.  The private sector was mak-
ing huge investments in backup power long before
9/11, because electricity is essential for operating
most everything in the digital age, and because the
grid cannot provide power that is sufficiently reliable
for many critical or merely important operations.
Backing up a building’s power supplies can be far
more expensive than screening its entrances, but
improving power improves the bottom line, by keep-
ing computers lit and the assembly lines running. 

Likewise, in the public sector, secure power
means better service.  At the very least, public safety
and emergency response services require robust
power supplies for their communications systems.
Large city governments are run much like large busi-
nesses, but small communities are often even more
vulnerable to outages, because their grids are more
exposed, and because emergency service centers are
more thinly dispersed.  The city of Rushford,
Minnesota, for example, recently approved the instal-
lation of four 3,000-hp diesel backup generators to
use during emergencies and when demand peaks
strain available supplies.106 The small town of
McMinnville, Tennessee, installed 20 MW of diesel
engines at a TVA substation for the same reasons.

The upshot, as discussed earlier, is that some 10
percent of the grid’s capacity (80 GW) is now cov-
ered by backup generators. In recent years, roughly 1
MW of off-grid backup capacity has been added for
every 6 - 10 MW of central-power-plant capacity
brought on line.  In addition, we estimate that
approximately 3 percent of the grid’s capacity (25
GW) is complemented by large UPS systems, with

another 2 percent (10 to 15 GW) covered by smaller,
desktop-sized units.  Sales of long-life, high-perform-
ance backup lead-acid batteries have also risen
sharply over the past decade; there is now an estimat-
ed cumulative installed base of some 30 million
heavy-duty stationary backup lead-acid batteries.
Most of this investment was made well before 9/11,
and much of it falls well short of what is needed to
provide adequate assurance of continuity of opera-
tions in the new environment.  But these capital out-
lays do nevertheless confirm that the private sector
has strong incentives to invest in critical-power infra-
structure quite apart from any considerations related
to homeland security. 

Equally important is that such investments,
though undertaken for private purposes, directly
increase the reliability and resilience of the public
grid as a whole.  Larger users with their own on-site
generating capacity can – and already do – sign
“interruptible” power contracts with utilities; such
contracts allow utilities to reduce peak demand by
selectively shedding certain loads, rather than
“browning out” (lowering the voltage to) large
regions, or blacking out smaller ones entirely.  In the
event of a major assault on the grid, the process of
restoring power to all will be speeded up and facili-
tated by the fact that some of the largest and most
critical loads will be able to take care of themselves
for hours, days, or even weeks.

Moreover, and even more important, the process
of restoring power system-wide has to begin with
secure supplies of power at the most critical nodes.
Coordinating the response to a major power outage
requires functioning telephone switches, E911 cen-
ters, and police communications, and the grid itself
can’t be re-lit unless its SCADA network remains
powered.  The most essential step in restoring power
is not to lose it – or at worst, restore it very quickly –
at key nodes and small, subsidiary grids from which
the step-by-step restoration of the larger whole can
proceed.  Many of these nodes and grids are privately
owned and operated, and securing their critical-
power supplies thus depends, in the first instance, on
private investment.  Many of the rest are operated by
local and state governments, and thus depend on
investments made far down in the hierarchy of public
sector spending.

Finally, in times of crisis, private generators can
not only reduce demand for grid power, they can –
with suitable engineering of the public-private inter-
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faces – feed power back into limited segments of the
public grid.  Options for re-energizing the grid from
the bottom-up are increasing as distributed genera-
tion expands, and as the grid’s switches, substations,
and control systems improve.  (Figure 34) As dis-
cussed further below, such options will multiply rap-
idly if hybrid-electric power plants come to be wide-
ly adopted in the transportation sector. 

In sum, the single most effective way for govern-
ment to secure the critical power infrastructure is to
encourage private sector investment – not just by the
relatively small numbers of quasi-public utilities and
large federal agencies, but by private entities and
state and local governments.  Dispersed planning and
investment is the key to building a highly resilient
infrastructure of power.

Assess Vulnerabilities

Policy makers should be leading and coordinat-
ing the efforts of user groups, critical power
providers, and utilities to conduct systematic assess-
ments of critical-power vulnerabilities, for specific
industries, utility grids, and configurations of backup
systems.

As discussed above, planning for infrequent but
grave contingencies is exceptionally difficult.  Many
critical power needs remain unaddressed simply

because they have never been systematically exam-
ined.  The most effective way to promote new private
investment in critical power is for policy makers to
help analyze and draw attention to limits and vulner-
abilities of the grid, the types of loads that most
require assured power continuity, and the types of
on-site hardware that are capable of providing it.

Utility Protocols for “Electric Service Priority”
Major utilities already make a first – though

often unsystematic – attempt to perform part of this
assessment when they establish the ESP protocols
noted earlier, to prioritize power restoration efforts
after a major outage, typically targeting hospitals,
emergency services and the like.107 Such programs
implicitly acknowledge that certain users and uses
are atypically dependent on supplies of electric
power, and suffer unusually serious consequences
when their power fails.  All such priorities are swept
aside, however, when a high-level failure cuts off
power to an entire region.  Then, the focus is almost
entirely on the systematic restoration of power from
the top-down, beginning with the highest-power sta-
tions, trunks, and switching centers, in a process
structured largely to minimize damage to the utility’s
own, most essential equipment.108 In such circum-
stances utilities must – above all – maintain power
supplies to their own control centers, communica-
tions and SCADA networks.

Thus, a utility’s power-restoration priorities pro-
vide only limited information about critical-power
requirements.  Properly assessing underlying end-
user vulnerabilities to power outages requires sys-
tematic assessment not just of “how important” the
user is, but of the likelihood of  (a) losing grid power
at that user’s specific location(s), (b) any backup
actually starting/operating, and (c) losing or exhaust-
ing one or more of the on-premises components the
user has in place to provide backup power.

The Chicago/DOE “Municipal Electric Power
Vulnerability Assessment” 

A joint study completed by the City of Chicago
and the DOE in 2001 maps out the necessary ele-
ments of a comprehensive “municipal electric power
vulnerability assessment” along just these lines.  The
study took as its starting point the cause and conse-
quences of the April 1992 events that shut off utility
power for weeks in the heart of Chicago. As that
outage taught, and as the Chicago/DOE report points
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out, large cities have grown far more dependent on
electric power than they used to be, in significant
part because of urban society’s ubiquitous depend-
ence on digital and information hardware.  

The Chicago/DOE report starts from the premise
that a power vulnerability assessment “combines the
information on the status of the electric power sys-
tem… with information on the critical facilities and
power-outage-sensitive individuals.”  The objective
isn’t merely to assess “the probability that the power
will go out,” it is to assess a community’s “reliance
on the electric power infrastructure and to project
what the impacts might be if parts of it were disrupt-
ed.”  

This, the Chicago/DOE report emphasizes,
requires a systematic, three-part analysis.  The vul-
nerability assessment must begin with an analysis of
the condition of the public grid, including the feeders
and substations that serve the community, and an
assessment of the extent to which “failures at one or
a few substations could significantly affect” the com-
munity.   

Equally important, is the identification of “criti-
cal facilities and power-outage-sensitive individuals,”
and the analysis of how much they depend on specif-
ic feeder connections or substations.  In this regard,
planners must determine, site by site, “whether sever-
al critical facilities and/or power-outage-sensitive
individuals are connected to the same feeder,” such
that “the loss of one feeder might disrupt a number
of facilities and sensitive individuals simultaneous-
ly.”  

Finally, the vulnerability assessment must ana-
lyze the adequacy of “backup measures in place for
critical facilities and power-outage-sensitive individ-
uals” – battery systems, on-site backup generators,
portable generators, quick-connect circuit boxes, and
so forth.  Municipalities will generally perform this
review for their own facilities; some municipalities
“might find it useful to provide this review as a serv-
ice to privately owned facilities as well.”  The
Chicago/DOE report includes an appendix containing
model forms for gathering basic information to sys-
tematize this type of review, but recognizes, as well,
the importance of  “on-site inspection… to clarify the
actual status and condition of the backup measures.”

The FAA’s Power Systems Analysis
The comprehensive May 2000 FAA analysis,

cited earlier, was conducted along similar lines, for

the backup-power requirements at the Agency’s
roughly four dozen major control centers.109 The
report analyzed the historic record of grid power
availability at those facilities, and data on the relia-
bility of the backup systems currently in place, and
thus the likelihood that the Agency’s aging backup
systems would perform as required when future out-
ages occur.  Subsequently, the FAA initiated a staged
program to upgrade the most important and vulnera-
ble systems.  As part of that process, the Agency is
deploying a network of extremely sensitive instru-
ments for remote monitoring of key power equip-
ment, together with software (originally developed
for the U.S. Navy) for real-time predictive failure
analysis.

Critical-Power for Telecommunications
Alongside the FAA, telecom regulators and carri-

ers have progressed further than many other sectors
in focusing on their critical-power needs and estab-
lishing service priorities in consultation with electric
utilities.  

In 1988, for example, the Federal
Communications Commission (FCC) established its
Telecommunications Service Priority program (TSP),
to identify and prioritize telecommunication services
that support national security and emergency pre-
paredness missions.  More than 50,000 phone lines
have since been identified as critical, and the switch-
ing centers that service them have been placed on a
master priority list for service restoration during an
emergency.110 Coverage falls into five categories.
The top two are for national security; the third covers
centers involved in public health, safety, and mainte-
nance of law and order.  The nearly 7,000 local dis-
patch centers (“public-safety answering points”) that
handle E911 calls, for example, are eligible for list-
ing in this category.  The fourth category covers
“public welfare and maintenance of national econom-
ic posture” and includes, among others, banks and
other financial institutions under the sponsorship of
the Federal Reserve Board.  The fifth is a catchall
category for the provision of new “emergency” serv-
ices.

The DOE and the Office of National
Communications Services subsequently established
the Telecommunications Electric Service Priority
(TESP) program, which prioritizes power restoration
to critical telecommunications assets – which was
subsequently reconstituted in 1994 as the National
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Electric Service Priority Program for telecommunica-
tions.111 Some 230 telephone companies, more than
500 electric utilities and regulatory authorities in all
fifty states participate.  While voluntary, the program
maintains a database of the operational status of
some 3,500 “critical” assets nationwide, and electric
utility emergency priority restoration systems have
been revised accordingly.

Yet even in connection with critical telecom
services, which depend entirely on their concomitant-
ly “critical” supplies of power, there remain few
standards specifying the minimum equipment
required to maintain operational continuity in the
event of serious grid outages.  When backup power
requirements are noted at all, they are often given
short shrift.  The National Emergency Number
Association (NENA), which represents operators of
E911 call centers, has promulgated backup-power
standards that suggest “a minimum of 15 minutes of
emergency power for full functionality” and “if
budget permits, it is desirable to extend the 15 min-
utes to as much as 1 hour.”  Beyond that, NENA
merely urges its members to plan for more “pro-
longed power outages,” and recommends (without
further specifics) that centers “be equipped with a
source for long-term emergency power,” which “may
consist of a redundant utility power feed or a genera-
tor sized appropriately.”  Members are then advised
to consult with “the local utility provider and a quali-
fied power conditioning professional.”112

According to the FCC’s Director of Defense and
Security (in the FCC’s Office of Engineering and
Technology) many E911-center administrators are
not even aware that they can enroll in the National
Communication System’s (NCS) priority service list
for access to communications lines and systems.  The
FCC draws a contrast with the financial industry,
which has aggressively pursued priority restoration
agreements.113

Vulnerability Assessments in Other Sectors
As summarized in Table 17, various entities in

both the communications and financial industries
have indeed completed a number of comprehensive
threat assessments – among the most thorough we
have seen.  Alarmingly, however, most of those stud-
ies appear to either assume continuity of the supplies
of power required to operate the digital equipment on
which those sectors so completely depend, or simply
take the position that the local utility is entirely

responsible for securing the supply of power.  Many
of the entities responsible for ensuring critical-facili-
ty continuity are lagging well behind in assessing and
addressing their underlying need for power, and also
in plans to address the statistical certainty of local
grid failure, extended outages, in particular.

For the most part, other government, industrial,
and commercial sectors have done very much less to
assess their power vulnerabilities.  Many older waste-
water treatment facilities still lack the emergency
power sources required to maintain pumping capabil-
ity when grid power fails.  In 1997, a number of pub-
lic utility commissions called for backup power stan-
dards for newer water facilities, or for sufficient on-
site fuel to cover extend outages.114 The FEMA
report cited earlier (which addresses the crippling
impact of the 1998 Northeast ice storms),115 pointed
to across the board deficiencies in on-site auxiliary
power capacity.  Because of the outage duration, lack
of on-site power even forced closures of many of the
schools frequently designated as disaster shelters.  

As the FEMA report emphasizes, the longer the
outage, the more “critical” the lack of power tends to
become.  Many sites – including especially emer-
gency response sites – that can ride through grid out-
ages that last an hour or day become increasingly
dysfunctional when power outages persist for longer
periods.  Again and again, the FEMA report empha-
sizes the need to assess power requirements and
weigh the need for backup power where there was
none at all, redundant backup systems where they
found critical facilities depending on fundamentally
unreliable backup generators (calling for the classic
redundancy, defense-in-depth, common in military,
aviation and nuclear industries), and most particular-
ly for capability to operate for extended periods of
time (beyond the minutes and hours typical where
there was any backup at all).

Federal Initiatives and Oversight
Many of the reports just described provide useful

models for what is required, but they also serve to
highlight what is missing.  In the current geopolitical
environment, the analyses required to secure critical-
power infrastructure can no longer wait until after the
major outages materialize.  In the aftermath of 9/11,
critical-power infrastructure must be analyzed and
secured in anticipation of significant threats, not just
in reaction to their actual occurrence.  The National
Strategy for Homeland Security announced by the
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White House in July 2002, and substantially expand-
ed in February 2003,116 specifically directs federal
agencies to “[f]acilitate the exchange of critical infra-
structure and key asset protection best practices and
vulnerability assessment methodologies.”  The
National Strategy notes the “modeling, simulation,
and analysis capabilities” on which “national defense
and intelligence missions” rely, and declares that
such tools must now be applied to “risk management,
and resource investment activities to combat terror-
ism at home,” and particularly with regard to “infra-
structure interdependencies.”

The responsibility to pursue vulnerability assess-
ments would now logically lie with the Infrastructure
Analysis, Information Assurance (IAIP) directorate
of the DHS.  The IAIP includes the CIAO (originally
created in 1996), the former National Infrastructure
Protection Center (NIPC), and representatives from
four other federal government agencies.  It coordi-
nates the efforts of federal, state and local govern-
ment officials and the private sector in protecting the
nation’s critical infrastructures.  To that end, it brings
together the capabilities needed “to identify and
assess current and future threats, to map those threats
against existing vulnerabilities, issue timely warnings
and take preventive and protective action.”117

TISP should be engaged in this effort as well.118

Members include local, state, and federal agencies,
the Army Corps of Engineers, professional associa-
tions, industry trade groups, code and standards
organizations, professional engineering societies, and
associations that represent the builders and operators
of infrastructure facilities, among others.  Among
other goals, the organization seeks to “encourage and
support the development of a methodology for
assessing vulnerabilities,” and to improve “protection
methods and techniques” relevant to “domestic infra-
structure security.” 

Establish Critical-Power Standards for
Facilities Used to Support Key
Government Functions

Federal and local organizations should work
with the private sector to establish guidelines, proce-
dures, and (in some cases) mandatory requirements
for power continuity at private facilities critical to
government functions.

Much of the private sector already has strong
incentives to secure its critical-power requirements;
for the most part, the government’s role should be to
inform and facilitate voluntary initiatives.  At the
same time, however, many federal, state, and local
agencies have independent responsibility to ensure
that private-sector facilities used to support key gov-
ernment functions can be relied on in times of crisis.
This necessarily implies some form of governmental
auditing or standard-setting for the backup-power
systems that ensure continuity of operation of the
chips, fiber-optics, radios and broadcast systems
within privately owned telecom, data, computing,
and financial networks on which key agencies at all
levels of government rely.

Though they have yet to issue any specific,
power-related standards, federal financial agencies
have repeatedly noted the importance of power in
maintaining the continuity of financial networks in
times of crisis, and have affirmed their authority to
audit the physical infrastructure on which key institu-
tions rely.  Federal regulators have general authority
to examine all aspects of risk management at federal-
ly insured banks, including “use of information tech-
nology and third party service providers,” and the
evaluation can include systems in place to assure
“business continuity.”  A January 2003 report by the
GAO,119 for example, notes that the “financial servic-
es sector is highly dependent on other critical infra-
structures,” particularly telecommunications and
power.  A follow-up GAO report concludes that the
“business continuity plans” of many financial organi-
zations, have “not been designed to address wide-
scale events.”120 An April 2003 paper by the Federal
Reserve stresses the importance of “improv[ing]
recovery capabilities to address the continuing, seri-
ous risks to the U.S. financial system posed by the
post-September 11 environment,” with particular
attention to the threat of  “wide-scale disruption” of
“transportation, telecommunications, power, or other
critical infrastructure components across a metropoli-
tan or other geographic area.”121

Within the financial services community itself,
however, securing power supplies is still – all too
frequently – viewed as someone else’s responsibility.
The technology group of the Financial Services
Roundtable and the Financial Services Information
Sharing and Analysis Center (FS/ISAC) fully recog-
nizes that the financial sector “increasingly depends
on third-party service providers for… telecommuni-
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cations and electrical power,”122 and accepts that “the
core infrastructure of the banking and finance sector
must be examined to identify and assess areas and
exposure points that pose systemic risk.”
Nevertheless, many of this sector’s business-continu-
ity efforts still, essentially, assume grid power and
proceed from there.

If such attitudes are still encountered even in
sophisticated, well-funded financial circles, they
dominate elsewhere, in planning for service continu-
ity in local government agencies, wastewater treat-
ment plants, schools that double as disaster recovery
centers, broadcast facilities, hazardous chemical stor-
age, and even many medical facilities.  Government
agencies at all levels have significant financial stakes
in these services, and in the underlying facilities used
to provide them, and thus share responsibility for
ensuring that adequate preparation is made for emer-
gencies.  

In this regard, the Chicago/DOE study, discussed
above, provides a model for the analysis, guidelines,
and standards that municipal governments can play a
key role in developing.  It makes no attempt to tell
utilities how to make the public grid more reliable;
rather, it focuses on identifying critical-power users,
conducting site-specific vulnerability assessments,
and assessing technology alternatives – batteries,
generators, dual feeds, and so forth – that can keep
key loads lit when the grid fails.  The Chicago/DOE
report does not go on to establish mandatory stan-
dards for the private facilities on which the City of
Chicago itself relies.  But power-related mandates of
that character must emerge in due course to define
the private facilities required to ensure operational
continuity of public services in times of widespread
disruption to the public infrastructure.

Share Safety- and Performance-
Related Information, Best Practices,
and Standards 

Utilities, private suppliers, and operators of
backup power systems should develop procedures for
the systematic sharing of safety- and performance-
related information, best practices, and standards.
Policy makers should take steps to facilitate and
accelerate such initiatives.

The federally run Centers for Disease Control

(CDC) compiles epidemiological databases and per-
forms the analyses that public health officials can
rely on in formulating responses.  To that end, the
CDC obtains information from state agencies, private
entities, and individuals, with suitable protections in
place to protect both privacy and proprietary infor-
mation.  In similar fashion, aviation safety has been
greatly enhanced by a systematic government process
for investigating all significant equipment failures
and major accidents, and sharing the information
industry wide.  The National Transportation Safety
Board investigates and maintains a comprehensive
database of accidents and incidents that extends back
to 1962; industry participation is mandatory, but the
information generated in the process is used only for
improving safety system wide; it may not, for exam-
ple, be used in civil litigation.123 The Aviation Safety
Reporting System (ASRS) is a complementary, vol-
untary program that collects, analyzes, and responds
to less serious incident reports.  The program focuses
mainly on human factors and guarantees confiden-
tiality; more than 300,000 reports have been submit-
ted to date.124

The government’s National Communications
System works closely, and in similar fashion, with
the private National Security Telecommunications
Advisory Committee to ensure the continuity of the
telecommunications services on which the most
important government users depend.125 The two
groups are jointly charged with ensuring the robust-
ness of the national telecommunications grid.  They
have been working together since 1984 and have
developed effective means to share information about
threats, vulnerabilities, operations, and incidents,
which improves the overall surety of the telecommu-
nications network.  Comparable programs should be
developed to analyze – and learn from – failure at
every tier of the electric infrastructure, including dis-
tributed generation and on-site power.  

In the electric power sector, the nuclear industry
developed a similar, comprehensive, information-
sharing program in the aftermath of the 1979 events
at Three Mile Island.  The Institute for Nuclear
Power Operations established a comprehensive sys-
tem for the sharing of safety-related information, best
practices, and standards among utilities, equipment
vendors, architect/engineers, and construction
firms.126 The Institute’s information sharing pro-
grams include an equipment failure database and a
“Significant Event Evaluation and Information
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Network.”  These and other assets have sharply
reduced duplicative evaluation of safety- and per-
formance-related events.127 Since the establishment
of these programs, the nuclear industry has main-
tained a remarkable, two-decade record of safe oper-
ations, while also dramatically improving the avail-
ability – and thus the economic value – of its facili-
ties.

In light of the growing importance of on-site
power, the providers and users of this equipment
should now seriously consider establishing a national
advisory group comparable to the utility sector’s
NERC/CIPAG (discussed above) and empowered to
work with CIPAG to coordinate the complementary
development of on-site power-protection infrastruc-
ture.  Independently, the NFPA Standard for
Emergency and Standby Power Systems, noted earli-
er, sets out what amounts to a best-practices guide to
on-site power; it also classifies different backup sys-
tems and configurations by run time.  It is difficult to
see how CIPAG can properly fulfill its stated mission
–  “to advance the physical and cyber security of the
critical electricity infrastructure of North America” –
without a systematic process for coordinating grid-
level and on-site power-protection initiatives.  The
same holds for other NERC activities, including
those of the Electricity Sector Information Sharing
and Analysis Center (which gathers and interprets
security-related information and disseminates
it within the industry and the government)
and NERC’s best-practices advisories for the
business community.128 On-site power has
emerged as a new, essential tier of the power
infrastructure, and the security of the system
as a whole can no longer be analyzed with-
out due consideration of on-site power facili-
ties.  

More generally, as discussed in the 1997
Presidential Commission report, Critical
Foundations,129 the hardening of critical
infrastructure will depend on “creation of a
trusted environment that … allow[s] the gov-
ernment and private sector to share sensitive
information openly and voluntarily.”  To that
end, the 1997 report proposed changes in
various laws that currently inhibit the protec-
tion of confidential information, and thus
discourage participation in information shar-
ing.  The report specifically flagged, as areas
of potential concern, the Freedom of

Information Act, insufficient protection of trade
secrets and proprietary information, classified infor-
mation, antitrust laws, civil liability, and potential
national security issues arising from participation by
foreign corporations in information sharing arrange-
ments.  Little was done to follow up on these propos-
als in 1997; they should be acted upon now.

Interconnect Public and Private
Supervisory Control and Data
Acquisition Networks

The supervisory control and data acquisition net-
works operated by utilities and the operators of
backup power systems should be engineered for the
secure exchange of information, to facilitate coordi-
nated operation of public and private generators and
grids.  Policy makers should take steps to facilitate
and accelerate that development.

As described earlier, SCADA systems are used
by utilities and regional transmission authorities to
monitor and manage power distribution grids and
substations.  Extensive arrays of sensors and dedicat-
ed communications links feed information to the
major control centers that monitor the overall state of
the grid, and control its constituent parts.  Very simi-
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lar data networks and supervisory systems perform
the same functions on private premises, supervising
and controlling grid feeds, static switches, batteries,
backup generators, and UPSs. 

At present, there is very little direct, electronic
linkage between the public and private networks that
supervise and control the flow of power.  This is a
serious deficiency, and one that should be compara-
tively easy to rectify.  Better communication is essen-
tial if utilities are to collaborate more closely with
the owners of private generators, to shed loads (or
even to draw privately generated power back into the
grid) when large power plants or major transmission
lines fail.  And the owner-operators of private gener-
ators and grids would be much better positioned to
protect their facilities from major problems propagat-
ing through the grid.  (Figure 35)

Among other advantages, advanced networking
of this kind would make possible dynamic updating
of service-restoration priorities.  At present, for
example, the telephone-service priority program rules
require service users to revalidate their priority status
every two years.  Most utility ESP protocols are
equally static, and therefore much less useful than
they might be.  Critical-power needs can obviously
change month to month, or even hour to hour.
Responses to widespread outages cannot be opti-
mized on the basis of two-year-old information.  By
way of analogy, some private companies rely on pri-
vate weather reporting services to provide site-specif-
ic, real-time weather alerts to assist in power man-
agement and control.  Thor Guard’s service, for
example, can provide localized forecasts of lightning
hazards,130 allowing enterprises with on-site power to
disconnect from the public grid when the risk of dan-
gerous transients is high.  More efficient and dynam-
ic exchanges of electronic information between the
various public and private tiers of the grid could
greatly improve the resilience of the whole. 

Secure Automated Control Systems

The necessary integration of SCADA networks
operated by utilities and the operators of backup
power systems requires high assurance of cyber-
security of the networks in both tiers.  Policy makers
should take steps to advance and coordinate the
development of complementary security protocols in
the public and private tiers of the electric grid.

More efficient exchange of information between
public and private power-control networks is clearly
desirable, but at the same time, the very existence of
highly interconnected control networks can create
new vulnerabilities that must be assessed and
addressed. 

As part of its more general charge to improve the
surety of the nation’s energy infrastructure, Sandia
National Laboratories has focused specifically on the
cyber-vulnerabilities of the electric power industry’s
SCADA networks.131 In addition to identifying sig-
nificant security issues specific to particular systems,
Sandia has explored the more general problems
inherent in the trend toward fully-automated, net-
worked SCADA systems, increasing reliance on fully
automated control, loss of human expertise, reliance
on equipment of foreign manufacture, and the diffi-
culty of performing meaningful security inspection
and validation.  

SCADA systems, Sandia notes, “have generally
been designed and installed with little attention to
security.  They are highly vulnerable to cyber
attack… [S]ecurity implementations are, in many
cases, non-existent or based on false premises.”
Sandia also cites public reports that these systems
have been the specific targets of probing by Al Qaeda
terrorists.  Over 1,200 cyber attacks were detected
per energy company over a six month period in 2002
– 20 percent more than against an average financial
company, and twice as many as an average e-com-
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merce company; moreover, a disproportionately high
fraction (70 percent) of the attacks on energy compa-
ny SCADA networks were classified as “severe.” 132

(Figure 36)
To address some of these problems, Sandia is

working with international bodies to develop open
but secure standards for these networks.  This initia-
tive is, clearly, an essential complement to the further
development of utility SCADA networks, and an
equally essential predicate to any interconnection of
public and private control networks. 

Share Assets 

Policy makers and the private sector should take
steps to promote sharing of “critical spares” for on-
site generation and power-conditioning equipment,
and to advance and coordinate the establishment of
distributed reserves and priority distribution systems
for fuel required to operate backup generators.

As noted earlier, the utility industry’s CIPAG has
formed a working group to inventory and develop a
database of high-power “critical spare equipment”
used in the high-voltage transmission system.  Such
programs address the straightforward, serious chal-
lenge of locating spares in times of emergency, and
getting them quickly to where they are needed.  The
intelligent sharing of stand-by assets shortens
response times and can greatly reduce the collective
cost of preparing for rare but serious interruptions.  

The CIPAG program was initially developed
from a 1989 FBI request to NERC, to identify and
locate equipment (specifically, the large and hard-to-
replace extremely-high-voltage transformers) that
might be available for loan in the event of a terrorist
attack.  NERC’s spare equipment database, which is
now accessible on a secure Web site, has since grown
to include over 900 transformers. 133 The CIPAG ini-
tiative has recently included “emphasis on deterring,
preventing, limiting, and recovering from terrorist
attacks”134 and the class of critical equipment is to be
expanded to incorporate all other grid-critical equip-
ment.

Comparable programs could, in similar fashion,
significantly improve operational resilience in the
lower tiers of the grid.  Power plants on wheels (or
on barges) offer the economies of sharing in much
the same manner as fire engines and rescue vehicles,
and bypass the many cost-related and regulatory

obstacles that impede permanent deployment of
backup generators.

Fuel supplies for backup generators present simi-
lar challenges, and similar opportunities.  As recently
noted in The National Strategy For The Physical
Protection of Critical Infrastructures and Key
Assets,135 “[a]ssuring electric service requires opera-
tional transportation and distribution systems to guar-
antee the delivery of fuel necessary to generate
power.”  The DOE addressed an analogous problem
in a program initiated in 1998.  Concerned about
potential interruptions (or price run-ups) in supplies
of home heating oil, the Department established four
new regional heating oil storage terminals – in effect
a mini Strategic Petroleum Reserve – containing a
total of 2 million barrels of reserve fuel.136

Enhance Interfaces Between On-Site
Generating Capacity and The Public
Grid 

Improved technical and economic integration of
on-site generating capacity and the public grid can
back up critical loads, lower costs, and improve the
overall resilience of the grid as a whole, and should
therefore rank as a top priority for policy makers and
the private sector.

Many utilities are already offering backup-power
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services to commercial and industrial customers, or
plan to begin doing so within the next few years.
Additional impetus for utility and private develop-
ment of “distributed” or on-site power has come
from growing interest in fuel cells, photovoltaics, and
co-generation.  With suitable engineering of the pub-
lic-private interfaces, and appropriate tariffs in place,
on-site generators can back up critical loads, lower
costs, and improve the overall resilience of the grid
as a whole.  

Wisconsin Public Power, Inc. (WPPI) for exam-
ple, now offers large  (>250 kW) customers long-
term contracts for the installation and maintenance of
on-site standby generators, together with remote
monitoring and control.  WPPI also fires up the units
during periods of peak demand or high price.137 In
Orlando, Cirent Semiconductor backs up the most
critical loads in its much larger (35 MW) facility
with an array of 2 MW diesel gensets.  In coopera-
tion with the Florida Power Corporation (FPC), these
generators are now being used for peak shaving as
well: In return for lower rates, Cirent fires up the
units during times of peak usage to displace up to 6
MW of demand from FPC’s public grid. 

Such opportunities have been systematically
explored in two excellent papers written by the 
DOE: A 1999 white paper prepared in collaboration
with a consortium of the national laboratories,

Integration of Distributed Energy Resources,138 and
an outstanding September 2002 report, Distributed
Energy Resources Interconnection Systems:
Technology Review and Research Needs.139 While
surprisingly silent on the subjects of critical power
and homeland security, the latter report includes a
detailed survey of distributed-power technologies, a
complete analysis of the technologies required to
interconnect distributed capacity to the grid, and a
thorough set of recommendations for both the techni-
cal and the policy-making communities with regard
to interconnection standards.  (Figure 37)

Federal and state regulators, together with private
standards-setting bodies, are now actively developing
programs to facilitate such arrangements, and to
make them profitable to all participants.  As noted
earlier, an IEEE publication sets out comprehensive
definitions of technical standards for reliable on-site
industrial and commercial power systems.140 More
recently, the IEEE approved a new Standard for
Interconnecting Distributed Resources With Electric
Power Systems.141 California, New York, and a num-
ber of other states have interconnection tariffs and
procedures in place; most of them defer to bilateral
agreements between the utility and the owner of the
distributed generating capacity, with disputes handled
case-by-case by the public utility commission.  At the
federal level, FERC likewise relies heavily on volun-
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Figure 38.
Power Regulators and Players Players & Standards
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NERC)
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Service Priority (TESP), Insitute of
Electrical and Electronics Engineers
(IEEE), Electrical Generating
Systems Association (EGSA),
National Electrical Manufacturers
Association (NEMA)

Information Sharing and Analysis
Center (ISAC), National Fire
Protection Agency (NFPA),
International Electrotechnical
Commission (IEC)

Regulators

Federal Energy Regulatory Commission
(FERC), Department of Energy (DOE),
Department of Transportation (DOT),
Nuclear Regulatory Commission (NRC),
U.S. and State Environmental Protection
Agencies (EPAs), National Association of
Regulatory Commissions (NARUC) (e.g.,
pipeline safety), State Public Utility
Commissions (PUCs), Local Governments
(county and city) (e.g., zoning, siting)

FERC, DOE, DOT, EPAs, NARUC, PUCs,
Local Governments (e.g., zoning, siting)

FERC, National Fire Protection Agency
(NFPA), Underwriter's Laboratory (UL),
DOE, Department of Labor (OSHA), EPAs,
PUCs, Local Governments (e.g., health,
safety)



August 200350

tary arrangements, but the Commission is also devel-
oping a model interconnection agreement that would
create a streamlined process for interconnection of
under-20-MW facilities, and an even simpler process
for facilities under 2 MW.142

Over the longer term, the emergence of hybrid-
electric trucks, buses, and cars will offer the possibil-
ity of linking the transportation sector’s mobile, and
highly distributed infrastructure of fuel tanks,
engines, and generators directly to electrical breaker
boxes and UPSs in residences, small offices, and
larger buildings.  As discussed earlier, one of the
diesel genset’s main attractions is that it runs on the
transportation sector’s fuel, and can thus draw on that
sector’s huge, distributed, and therefore resilient
infrastructure of fuel storage and delivery.  The
hybrid car designs already on the road – the Toyota
Prius, Honda Insight and Civic, and shortly available
Ford Escape – have 10 to 33 kW power plants, with
primary fuel on board in the gas tank.  Emerging
larger vehicles will have 100 kW.  If and when they
eventually arrive, simple, safe bridging from the
transportation sector’s power plants to building-level
electrical grids will offer potentially enormous
improvements in the resilience and overall reliability
of electrical power supplies. 

One cannot underestimate either the technical or
the economic challenges involved in connecting dis-
tributed generating capacity to the grid.  At the tech-
nical level, generators must be very precisely syn-
chronized with the grid; otherwise they can create
destructive reverse power flows damaging grid
equipment for all (or cause catastrophe on the small
generator side).  Isolation switches are essential to
protect utility workers from the hazards of privately
generated power moving up the lines during a grid
outage.  Economic integration is equally challenging.
Large, centralized power plants and the grid itself are
shared capital-intensive resources, and their costs
must be allocated rationally.  But with these impor-
tant qualifications noted, the orderly physical and
economic integration of utility and on-site power sys-
tems offers an enormous opportunity to secure criti-
cal-power at no net cost to either utilities or end-
users.  

Remove Obstacles

Private investment in critical-power facilities
creates public benefits, and policy makers should

explore alternative means to remove obstacles that
impede private investment in these facilities.

Zoning and environmental regulations, and relat-
ed issues of insurance, often present serious obstacles
to deployment of on-site generating facilities.  State
and local fire codes may prevent on-site fuel storage.
Companies storing fuel oil for backup generators or
vehicle fleets may have to prepare written Spill
Prevention Control and Countermeasure (SPCC)
plans to comply with the Clean Water Act, as well as
a maze of local, state and federal environmental reg-
ulations.143 Municipal zoning and safety regulations
affect where storage tanks can be sited, and how
large such tanks may be. 

As standby or emergency facilities, backup diesel
generators are exempt from some emissions related
regulations, but the exemptions typically limit annual
operations to 80 or 120 hours per year, depending on
the air district,144 and thus eliminate the possibility of
reducing costs by using the same facilities to gener-
ate power during high-price periods of peak demand.
Noise abatement is becoming an issue as well.145

Some of these obstacles can readily be addressed
–  insurance problems, for example, can be addressed
by liability limits.  Others will require a systematic
reassessment of priorities – how to strike appropriate
balances, for example, between air quality and home-
land security in the new, post-9/11 environment.  The
various obstacles noted above often fall under the
jurisdiction of separate federal, state, and local regu-
latory authorities.  Regulators at all levels of govern-
ment should work more closely to simplify and
accelerate the process of providing regulatory clear-
ance for private investment in critical-power facili-
ties.  Federal regulators should, as necessary, be pre-
pared to assert preemptive authority here, to ensure
that parochial regulatory concerns do not unduly
impede investment in facilities that contribute materi-
ally to the overall resilience of the interstate power
grid.  (Figure 38)

In striking these balances, it bears emphasizing,
once again, that private investment in on-site generat-
ing facilities creates public benefits too: In the event
of a major assault on the public grid, these facilities
will relieve demand, and maintain the resilient
islands of power required to restart the rest of the
system.  To the extent that competing public policies
– environmental regulations, for example – reduce
incentives to private investment here, policy makers
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should search for other mechanisms to increase
them.  Because power generation facilities are so
capital intensive, allowing accelerated depreciation
(or immediate expensing, or similar favorable treat-

ment) for tax purposes would have a substantial
impact.  A proposal to that effect was included in
both the White House’s National Strategy and
GAO’s Critical Infrastructure Report.146
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Table 17. ELECTRIC POWER VULNERABILITY
Reports and analyses with vulnerability assessments that note or focus on electric power.
(First column indicates whether the indicated report includes or notes the role/importance of on-site critical power.)

Title Source/Author Date Selected Quote(s)

✓✓

✓✓

✓✓

✓✓

✓✓

Interagency Paper on Sound Practices to
Strengthen the Resilience of the U.S.
Financial System

Potential Terrorist Attacks: Additional Actions
Needed to Better Prepare Critical Financial
Market Participants

The National Strategy For The Physical
Protection of Critical Infrastructures and Key
Assets

Critical Infrastructure Protection: Efforts of the
Financial Services Sector to Address Cyber
Threats

Distributed Energy Resources
Interconnection Systems: Technology Review
and Research Needs

Banking and Finance Sector National
Strategy

Information and Communications Sector:
National Strategy for Critical Infrastructure
and Cyberspace Security

The Electricity Sector Response to The
Critical Infrastructure Protection Challenge

Analysis of Extremely Reliable Power
Delivery Systems: 

Security Guidance for the Petroleum Industry

Making the Nation Safer: The Role of Science
& Technology in Countering Terrorism

Federal Reserve;
Securities & Exchange

Commission

General Accountig
Office (GAO)

The White House

General Accountig
Office (GAO)

Department of Energy,
National Renewable
Energy Laboratory

National Strategy for
Critical Infrastructure

Assurance

Telecom consortium:
CTIA, ITAA, TIA,

USTA*

North American
Electric Reliability
Council (NERC)

Electric Power
Research Institute

(EPRI)

American Petroleum
Institute

National Academy of
Sciences, National
Research Council

April 7, 2003 

February 2003

February 2003

January 2003

September 2002

May 13, 2002

May 2002

May 2002

April 2002

March 2002

2002

"The agencies believe that it is important for financial firms to
improve recovery capabilities to address the continuing, seri-
ous risks to the U.S. financial system posed by the post-
September 11 environment."
"Back-up sites should not rely on the same infrastructure
components (e.g., transportation, telecommunications, water
supply, and electric power) used by the primary site."

"To begin work necessary to resume financial market opera-
tions, telecommunications carriers then had to obtain genera-
tors and use emergency power to support network opera-
tions and to coordinate with financial institutions to facilitate
the resumption of stock exchange activities by September
17, 2001."

"Almost every form of productive activity-whether in
businesses, manufacturing plants, schools, hospitals, or
homes-requires electricity."
"Re-evaluate and adjust nationwide protection planning, sys-

tem restoration, and recovery in response to attacks"

"… financial services sector is highly dependent on other
critical infrastructures. For example, threats facing the
telecommunications and power sectors could directly affect
the financial services industry."
"…the widespread and increasing use of supervisory control
and data acquisition (SCADA) systems for controlling energy
systems increases the capability of seriously damaging and
disrupting them by cyber means."

"[Distributed energy resources are] playing an increasing role
in providing the electric power quality and reliability required
by today's economy."

"The banking and finance sector increasingly depends on
third-party service providers for …  telecommunications and
electrical power."

"…many customers in New York found that their communica-
tions problems stemmed not from destroyed telecommunica-
tions hardware but from power failures and stalled diesel
generators."
"The Telecommunications Electric Service Priority (TESP) ini-
tiative requests that electric utilities modify their existing ESP
systems by adding a limited number of specific telecommuni-
cations critical facilities."

"…work cooperatively with government, those within our
industry, and other business sectors to identify and address
roles, interdependencies, obstacles and barriers."   
"Interdependencies between other infrastructures and the
electricity sector are complex and require continued review
and assessment."

"develop a framework for understanding, assessing, and
optimizing the reliability of powering new digital systems,
processes, and enterprises"

"organizations increasingly rely on networked computer sys-
tems …. Computer systems have unique security issues that
must be understood for effective implementation of security
measures."
"… refinery facilities or assets that may be subject to poten-
tial risk include: …  Electrical power lines (including back-up
power systems)."

"The impact of a prolonged interruption in the electric power
supply to any region of the country would be much larger
than the economic loss to the energy sector alone."
"Simultaneous attacks on a few critical components of the
grid could result in a widespread and extended blackout."
"While power might be restored in parts of the region within a
matter of days or weeks, acute shortages could mandate
rolling blackouts for as long as several years."
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* Cellular Telecommunications and Internet Association (CTIA); Information Technology Association of America (ITAA); Telecommunications Industry Association (TIA); United States Telecom Association (USTA)

✓✓

✓✓

✓✓

✓✓

✓✓

✓✓

National Fire Protection Association (NFPA)
Standard for Emergency and Standby Power
Systems 

Critical Infrastructure Interdependencies:
Impact of the September 11 Terrorist Attacks
on the World Trade Center

Power Systems Sustained Support,
Investment Analysis Report

National Information Assurance Certification
and Accreditation Process (NIACAP)

Interconnection and Controls for Reliable,
Large Scale Integration of Distributed Energy
Resources; Consortium for Electric Reliability
Technology Solutions, Grid of the Future
White Paper

Electric Power Risk Assessment

1998 New York Ice Storm: Mitigation Issues &
Potential Solutions

President's Commission on Critical
Infrastructure Protection, Critical Foundations

Generic Standards for E9-1-1 PSAP
Equipment

IEEE Recommended Practice for
Emergency and Standby Power Systems for
Industrial and Commercial Applications

National Fire
Protection Association

(NFPA)

U.S. Department of
Energy

Federal Aviation
Administration (FAA)

National Security
Telecommunications

and Information
Systems Security

Committee

U.S. Department of
Energy

National Security
Telecommunications
Advisory Committee,

Information Assurance
Task Force

Federal Emergency
Management Agency

(FEMA)

The White House

National Emergency
Number Association

(NENA)

Institute of Electrical
and Electronics

Engineers (IEEE)

2002

November 8, 2001

May 23, 2000

April 2000

December 1999

1998

1998

October 1997

June 20, 1996

December 12, 1995
(Revision of IEEE Std

446-1987)

✓✓

✓✓

"Organized in 1976 by the NFPA in recognition of the demand
for viable guidelines for the assembly, installation, and per-
formance of electrical power systems to supply critical and
essential needs during outages of the primary power source."

"The FAA cannot rely solely on commercial power sources to
support NAS facilities. In recent years, the number and dura-
tion of commercial power outages have increased steadily,
and the trend is expected to continue into the future."

"The contingency plan evaluation task analyzes the contin-
gency, back-up, and continuity of service plans to ensure the
plans are consistent with the requirements identified in the
SSAA."

"Customers will use distributed resources in the near term to
improve the quality of power to sensitive equipment, to firm up
poor reliability, to reduce their demand charges, and to take
advantage of "waste" heat associated with on-site power gen-
eration, thus increasing cost
effectiveness."

"… few utilities have an information security function for their
operational systems." 
"A clear threat identification, combined with an infrastructure
vulnerability assessment and guidelines for protection meas-
ures, is critical to stimulating effective response by individual
utilities."

There is no requirement to maintain a secondary redundant
power supply.
"Local news updates were not available because many sta-
tions did not have sufficient backup generator capacity."
"Hospitals are not currently required to have on-site auxiliary
power capacity sufficient for maintaining all their power sys-
tems"
"Many pre-1978 wastewater treatment plants and pumping
stations do not have alternative emergency power sources."
"There is no inventory of existing generators at these facili-
ties."

"The significant physical vulnerabilities for electric power are
related to substations, generation facilities, and transmission
lines."
"While the transportation system has long been dependent

on petroleum fuels, its dependency on other infrastructures
continues to increase, for example, on electricity for a variety
of essential operations and on telecommunications to facilitate
operations, controls, and business transactions."
"As farsighted and laudable as these [earlier infrastructure
vulnerability] efforts were, however, interdependencies within
the energy infrastructure and with the other infrastructures
were not studied, nor was the energy sector's growing
dependence on information systems."

"[plan for] prolonged power outages" 
"[centers to] be equipped with a source for long-term emer-
gency power," which "may consist of a redundant utility power
feed or a generator sized appropriately"  

"The nature of electric power failures, interruptions, and their
duration covers a range in time from microseconds to days."
"In the past the demand for reliable electric power was less
critical."
"…industrial and commercial needs contained more similari-
ties than differences."

Title Source/Author Date Selected Quote(s)
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